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Abstract. 3D integration technology can provide significant benefits of reduced 
interconnection delay and low power consumption in designing multi-core 
processors. However, the 3D integration technology magnifies the thermal 
challenges in multi-core processors due to high power density caused by 
stacking multiple layers vertically. For this reason, the 3D multi-core 
architecture cannot be practical without proper solutions to the thermal 
problems such as Dynamic Frequency Scaling(DFS). This paper investigates 
how the DFS handles the thermal problems in 3D multi-core processors from 
the perspective of the function-unit level. We also propose an adaptive DFS 
technique to mitigate the thermal problems in 3D multi-core processors by 
assigning different DFS levels to each core based on the corresponding cooling 
efficiency. Experimental results show that the proposed adaptive DFS technique 
reduces the peak temperature of 3D multi-core processors by up to 10.35°C 
compared to the conventional DFS technique, leading to the improved 
reliability. 
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1 Introduction 

As process technology scales down and integration densities continue to increase, 
interconnection delay has become one of the major constraints in improving the per-
formance of microprocessors[1-2]. As one of the most promising solutions to reduce 
the interconnection delay of multi-core processors, three dimensional(3D) integration 
technology has drawn significant attentions[3]. In 3D multi-core processors, multiple 
cores are stacked vertically in the same package and components on different layers 
are connected through direct through-silicon vias(TSVs)[4]. Therefore, the 3D inte-
gration technology reduces the interconnection delay of multi-core processors by 
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decreasing the global wire length significantly compared to the 2D technology[5-7]. 
Reduced wire length also leads to the decreased power consumption [8-9]. For this 
reason, the 3D integration technology has drawn considerable attentions in designing 
recent multi-core processors. 

Despite the benefits mentioned above, the 3D integration technology cannot be prac-
tical without proper solutions to the thermal problems in the processors. As mentioned 
in [10], the thermal problems are exacerbated in the 3D multi-core processors compared 
to the 2D multi-core processors mainly for two reasons. One is that the vertically 
stacked silicon layers cause rapid increase of power sources. The other is that the ther-
mal conductivity of the thermal interface material(TIM) is lower than that of silicon and 
metal, resulting in a higher power density as more stacked TIM layers. Unfortunately, 
high temperature in the processor causes increased cooling costs, negative impact on the 
reliability and performance degradation. Therefore, more advanced cooling methods are 
required in designing upcoming 3D multi-core processors[2]. 

Dynamic thermal management(DTM) techniques using dynamic frequency scal-
ing(DFS), dynamic voltage scaling(DVS), clock gating or computation migration 
have been proposed to relieve the thermal stress in 2D chips[11]. These techniques 
solve the thermal problems to a great extent by lowering the average temperature or 
by keeping the temperature under a given threshold[12]. However, conventional DTM 
techniques might not be sufficient to mitigate the thermal problems of 3D multi-core 
processors, because the peak temperature of 3D chips is much higher than that of 2D 
chips. Therefore, more aggressive DTM techniques for 3D chips should be investi-
gated[13]. In our previous research, we analyzed the detailed thermal behavior of 3D 
multi-core processors where the conventional DFS technique is applied[2]. Based on 
the results in [2], in this paper, we propose an adaptive DFS technique to reduce the 
peak temperature of 3D multi-core processors. In the processor with the proposed 
adaptive DFS technique, the cores run with different DFS levels based on the corres-
ponding cooling efficiency of the core, resulting in the reduced peak temperature. 

The rest of this paper is organized as follows. Section 2 provides an overview of 
3D integration technology and dynamic thermal management techniques. In Section 
3, the proposed adaptive DFS technique is described. Section 4 provides the simula-
tion methodology and the detailed results. Finally, Section 5 discusses our conclu-
sions and future work. 

2 Related Work 

2.1 3D Integration Technology 

3D die stacking is a new technology that increases transistor density by integrating 
two or more dies vertically[15]. Figure 1 shows the structural comparison between a 
2D two-core processor and a 3D two-core processor. The 3D die stacking enables a 
significant reduction of wire length both within a die and across dies in the micropro-
cessor. In the 3D microprocessor, blocks can be placed vertically on multiple dies to  
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reduce the wire distance, latency and power. For this reason, the 3D integration tech-
nology has the potential to change the processor-design constraints by providing  
substantial power and performance benefits compared to the 2D design technology. 
Despite the promising advantages, the 3D integration technology brings us some con-
siderable issues. Thermal problem is one of the critical issues for the 3D microproces-
sor. The vertically stacked silicon dies causes rapid increase of power density, and the 
increased power density causes increased cooling costs, negative impact on the  
reliability and performance degradation. For this reason, more effective cooling tech-
niques are required in designing upcoming 3D multi-core processors. 

 

Fig. 1. Structural comparison between 2D two-core processor and 3D two-core processor 

2.2 Dynamic Thermal Management Techniques 

For the conventional 2D chips, dynamic thermal management(DTM) techniques have 
been widely used to address the thermal problems when the chip temperature exceeds 
the thermal limit supported by the cooling solutions[16]. A lot of researches have 
provided a large number of DTM techniques. They can be categorized into two dif-
ferent groups: One is hardware-based techniques and the other is software-based 
techniques. The hardware-based DTM techniques such as dynamic frequency scal-
ing(DFS), dynamic voltage scaling(DVS) and clock gating[11] are more aggressive 
and effective in managing the temperature than the software-based techniques. How-
ever, the hardware-based techniques incur more execution-time overhead compared to 
the software-based techniques such as energy-aware process scheduling[17] and OS-
level task scheduling[18]. 

The thermal problems are expected to be more severe in 3D multi-core processors 
compared to 2D multi-core processors. Therefore, more effective DTM techniques are 
required for addressing the thermal problems of 3D multi-core processors. The DFS 
technique has been regarded as one of the most efficient DTM techniques for 2D 
multi-core processors[19]. In this work, we analyze the detailed thermal behavior of 
3D multi-core processors with the conventional DFS technique varying application 
features, cooling characteristics and frequency levels. We also propose an adaptive 
DFS technique to reduce the peak temperature of the 3D multi-core processor by as-
signing different DFS levels to each core depending on the corresponding cooling 
efficiency. 
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3 Adaptive Dynamic Frequency Scaling Technique 

In the multi-core processor using the conventional DFS technique, the DFS levels 
applied to the cores have no difference because the target processor of the conven-
tional DFS technique is the 2D multi-core processor where all the cores have compa-
rable cooling efficiency. However, there is a significant difference in the cooling  
efficiency of the cores in the 3D multi-core processor depending on the vertical loca-
tion of the core. For this reason, so as to mitigate the thermal problems in the 3D mul-
ti-core processor based on the fact that the cores with better cooling efficiency (the 
cores located nearer to the heat sink) can be clocked at a higher frequency compared 
to the cores with worse cooling efficiency[2], we propose an adaptive DFS technique 
which assigns different DFS levels to the cores by considering the corresponding 
cooling efficiency. We determine the DFS levels to the cores based on the theory in 
[20] to find the optimal frequency according to the temperature[21-22]. 

Table 1. DFS levels for the conventional DFS vs. DFS levels for the adaptive DFS 

 Level-1 Level-2 Level-3 Level-4 

core-0 (conventional DFS) 1GHz 2GHz 3GHz 4GHz 

core-1 (conventional DFS) 1GHz 2GHz 3GHz 4GHz 

core-0 (adaptive DFS) 0.5GHz 1.5GHz 2.5GHz 3.5GHz 

core-1 (adaptive DFS) 1.5GHz 2.5GHz 3.5GHz 4.5GHz 

 
The proposed adaptive DFS technique assigns different DFS levels to each core in 

the 3D multi-core processor by considering the cooling efficiency of the core. There-
fore, in the 3D multi-core processor using the adaptive DFS technique, a higher base-
line frequency is assigned to the core with better cooling efficiency while a lower 
baseline frequency is assigned to the core with worse cooling efficiency. In the 3D 
two-core processor depicted in Figure 1, the cooling efficiency of core-1 is better than 
that of core-0 owing to the shorter distance from the heat sink. For an example, as 
shown in Table 1, the proposed adaptive DFS technique assigns different DFS levels 
to the cores while the conventional DFS technique assigns same DFS levels to the 
cores. In the table, core-1 represents the core near the heat sink while core-0 means 
the core far from the heat sink. Based on the assumption that the conventional DFS 
has four DFS levels(1GHz, 2GHz, 3GHz, 4GHz), the higher four DFS levels(1.5GHz, 
2.5GHz, 3.5GHz, 4.5GHz) are assigned to the core-1 in the adaptive DFS technique. 
To make the sum of the frequency to the same value, the lower four DFS le-
vels(0.5GHz, 1.5GHz, 2.5GHz, 3.5GHz) are assigned to the core-0 in the adaptive 
DFS technique. As shown in Table 1, the sum of all the frequencies for the adaptive 
DFS is equal to that for the conventional DFS. 

The baseline frequency of the core with relatively better cooling efficiency for the 
adaptive DFS is higher than that for the conventional DFS, while the baseline fre-
quency of the core with relatively worse cooling efficiency for the adaptive DFS is 
lower than that for the conventional DFS. The frequency gap between the DFS levels 
for the adaptive DFS is equal to that for the conventional DFS. 
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We expect that the proposed adaptive DFS technique can reduce the peak tempera-
ture of the 3D multi-core processor compared to the conventional DFS, since the 
cooling efficiency of each core depending on the distance from the heat sink is consi-
dered in the proposed adaptive DFS technique. 

4 Experiments 

4.1 Experimental Methodology 

Our baseline processor for the simulated core is Alpha21264(EV6)[23] without L2 
cache, as shown in Figure 2. We extend it to a dual-core configuration for multi-core 
simulations. We use SimpleScalar [24] as our system simulator, which provides a 
detailed cycle-level modeling of processors. In addition, Wattch [25] is used to obtain 
a detailed power trace. We select two applications(mcf, gcc) from SPEC CPU2000 
benchmark[26], because the chosen applications show a significant difference in the 
perspective of the peak temperature of the processor. 

 

Fig. 2. Floorplan of Alpha21264(EV6) 

HotSpot version 5.0 is used as our thermal modeling tool[27] and modeled parame-
ters of the silicon layer and thermal interface material are shown in Table 2. Thermal 
modeling parameters can be obtained by considering material properties described in 
CRC handbook[28]. In the table, core-0 represents the core far from the heat sink, 
while core-1 is near the heat sink. 

Table 2. Thermal modeling parameters 

Parameter 
Value 

TIM-0 CORE-0 TIM-1 CORE-1 

Specific heat capacity (J/m3K) 4.00e6 1.75e6 4.00e6 1.75e6 

Thickness(m) 2.00e-5 1.50e-4 2.00e-5 1.50e-4 

Resistivity (mK/W) 0.25 0.01 0.25 0.01 

 
In the experiments, the DFS technique is engaged continuously instead of reacting 

to thermal emergencies. The conventional DFS technique is applied with four  



 Adaptive Dynamic Frequency Scaling for Thermal-Aware 3D Multi-core Processors 607 

 

levels(1GHZ, 2GHz, 3GHz and 4GHz) and the sum of the frequencies of two cores is 
5GHz for all simulations. 

4.2 Thermal Impact of DFS on 3D Multi-core Processors 

In order to analyze the thermal impact of DFS levels, the simulations are performed 
by running the same application(mcf) on both cores, only varying the DFS levels. 
Therefore, four schemes can be simulated as follows: 1GHz/4GHz, 2GHz/3GHz, 
3GHz/2GHz, 4GHz/1GHz, where the slash separates the frequencies of both cores. 
The former represents the frequency of core-0 which is far from the heat sink and the 
latter refers to the frequency of core-1 which is near the heat sink. 

 

Fig. 3. Peak temperature(°C) according to DFS levels 

The peak temperature according to DFS levels is shown in Figure 3. The peak 
temperature for the compared four schemes are 98.09°C(1GHz/4GHz), 
97.17°C(2GHz/3GHz), 105.59°C(3GHz/2GHz) and 123.1°C(4GHz/1GHz). For the 
first scheme(1GHz/4GHz) and the last scheme(4GHz/1GHz), the same frequency 
values are used, just swapping the frequencies on the two cores, while the peak tem-
perature changes from 98.09°C to 123.1°C. The same pattern can be seen in the 
second and the third scheme, the peak temperature varies from 97.17°C to 105.59°C. 
As shown in the graph, same frequency values yield a totally different thermal profile, 
because the cooling efficiency of each core in the 3D multi-core processor is not 
comparable. In general, the core near the heat sink shows better cooling efficiency 
than the core far from the heat sink. Therefore, to reduce the temperature of the hot 
unit in the core, the core with relatively better cooling efficiency should be clocked at 
a higher frequency than the core with relatively worse cooling efficiency. 

4.3 Thermal Impact of Workload Distribution on 3D Multi-core Processors 

In order to identify the thermal pattern according to the workload distribution for 3D 
multi-core processors, mcf and gcc applications are chosen to be run because these 
two benchmark applications show a great difference in generating thermal impact on 
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the processors. In the 2D single-core processor, mcf shows very high peak tempera-
ture(123.5°C), while gcc gets low peak temperature(89.9°C). In the experiments, two 
different applications are run on two cores with four DFS levels, resulting in eight 
different schemes as follows: 

mcf1GHz/gcc4GHz,  mcf2GHz/gcc3GHz,  mcf3GHz/gcc2GHz, 
mcf4GHz/gcc1GHz,  gcc1GHz/mcf4GHz,  gcc2GHz/mcf3GHz, 
gcc3GHz/mcf1GHz,  gcc4GHz/mcf1GHz 

 

Fig. 4. Peak temperature(°C) according to workload distribution 

The running application and DFS level of the core-0 are shown before the slash 
and those of the core-1 are shown after the slash. For the first four schemes, gcc is run 
on the core with better cooling efficiency and mcf is run on the other core. Then, ap-
plications are swapped for the last four schemes to observe the thermal impact of the 
workload distribution on 3D multi-core processors. As shown in Figure 4, the peak 
temperatures of eight simulated schemes are 93.08°C, 94.43°C, 104.1°C, 122.53°C, 
97.51°C, 94.12°C, 100.01°C and 114.49°C, respectively. The core-1 yields  
lower temperature than the core-0 despite the type of workload because of its near-
heat-sink location advantage(better cooling efficiency) except for fifth 
scheme(gcc1GHz/mcf4GHz). For the fifth scheme, the frequency of the core-1 is too 
higher than that of the core-0. 

For the fourth scheme(mcf4GHz/gcc1GHz) and the eighth scheme(gcc4GHz/ 
mcf1GHz), the frequency of each core is same, but the temperature of the eighth 
scheme is lower than that of the fourth scheme. Same pattern can be seen in the third 
and seventh scheme, reflecting the thermal impact of assigning different workloads to 
the cores with different cooling efficiency. Therefore, to reduce the temperature of the 
cores, the relatively heavier workload should be assigned to the core with relatively 
better cooling efficiency. 

4.4 Conventional DFS Technique vs. Adaptive DFS Technique for 3D  
Multi-core Processors 

In the processor using the conventional DFS technique, the DFS levels applied to 
each core are identical. However, our simulation results show that the core with better 
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cooling efficiency can be clocked at a higher frequency to mitigate the thermal  
problems in 3D multi-core processors. For this reason, the proposed adaptive DFS 
technique assigns different DFS levels to the cores depending on the corresponding 
cooling efficiency.  

For a dual-core processor using the adaptive DFS technique, the DFS levels ap-
plied to the core with better cooling efficiency are 1.5GHZ, 2.5GHz, 3.5GHz and 
4.5GHz, while the DFS levels applied to the core with worse cooling efficiency are 
0.5GHz, 1.5GHz, 2.5GHz and 3.5GHz. In the simulations, the sum of the frequencies 
of two cores in the adaptive DFS is set to 5GHz, because the sum of the frequencies 
of two cores is 5GHz in the conventional DFS. Therefore, for an example, one core is 
set to operate at 3.5GHz in the adaptive DFS, the frequency of the other core is set to 
1.5GHz. Moreover, in order to make the results comparable with previous simulation 
results, same applications(mcf and gcc) are used. Simulated eight schemes for the 
adaptive DFS technique can be listed as follows: 

mcf0.5GHz/gcc4.5GHz,  mcf1.5GHz/gcc3.5GHz,  mcf2.5GHz/gcc2.5GHz,  
mcf3.5GHz/gcc1.5GHz,  gcc0.5GHz/mcf4.5GHz,  gcc1.5GHz/mcf3.5GHz, 
gcc2.5GHz/mcf2.5GHz,  gcc3.5GHz/mcf1.5GHz 

The application and DFS level of the core-0 are shown before the slash and those of 
core-1 are shown after the slash. The peak temperature of the core in each scheme is 
shown in Figure 5. 

 

Fig. 5. Peak temperature(°C) with adaptive DFS 

As shown in Figure 4 and Figure 5, the peak temperature with the adaptive DFS is 
lower than that with the conventional DFS except for the first scheme(mcf0.5GHz/ 
gcc4.5GHz) and the fifth scheme(gcc0.5GHz/ mcf4.5GHz). The purpose of the adap-
tive DFS is reducing the frequency of the core with worse cooling efficiency while 
the frequency of the core with better cooling efficiency increases. In the simulated 
dual-core processor, the core with better cooling efficiency is core-1 while the core-0 
has worse cooling efficiency. For the first scheme with the conventional DFS (shown 
in Figure 4), the peak temperature of core-1 is similar to that of core-0. For the fifth 
scheme with the conventional DFS, the peak temperature of core-1 is higher than that 
of core-0. For the first and fifth scheme with the adaptive DFS, the frequency of the 
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core-1 is higher than that with the conventional DFS. Therefore, the peak temperature 
of two schemes with the adaptive DFS scheme increases. However, the peak tempera-
ture with the adaptive DFS is lower than that with the conventional DFS by 5.01°C on 
the average. Especially, for the fourth scheme(gcc3.5GHz/ mcf1.5GHz) with the 
adaptive DFS, the peak temperature is lower than that with the conventional DFS by 
up to 10.35°C. Simulation results prove that assigning different DFS levels to each 
core depending on the cooling efficiency can reduce the peak temperature of the 3D 
multi-core processor, resulting in the improved reliability and better performance. 

5 Conclusions 

In this paper, we analyzed the thermal behavior of 3D multi-core processors varying 
DFS levels and workload distribution. We demonstrated that the core near the heat 
sink can be clocked at a higher frequency than the core far from the heat sink to keep 
the performance without thermal emergencies. The workload with bigger thermal 
influence also can be assigned to the core with better cooling efficiency to reduce the 
overall temperature of the 3D multi-core processor. We also proposed an adaptive 
DFS technique to mitigate the thermal problems in the 3D multi-core processor by 
assigning different DFS levels to each core based on the corresponding cooling effi-
ciency. According to our simulation results, the proposed adaptive DFS technique 
reduces the peak temperature of the 3D multi-core processor by 5.01°C on the aver-
age compared to the conventional DFS technique. Therefore, we expect that the pro-
posed adaptive DFS can be a good solution to reduce the peak temperature of the 
upcoming 3D multi-core processors.  
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