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ABSTRACT

There are several emerging memory technologies loominghen t
horizon to compensate the physical scaling challenges GANDR

states to store more data per cell.
Although the MLC PCM increases information density, thigte
nique requires a finer-grain control over the resistanceaglia To

Phase change memory (PCM) is one such candidate proposed fo}ocate the resistance of a cell within a predefined rangeMbh€

being part of the main memory in computing systems. Onergalie
feature of PCM is its multi-level-cell (MLC) property, whiccan
be used to multiply the memory capacity at the cell level. How
ever, due to the nature of PCM that the value written to thé cel
can drift over time, PCM is prone to a unique type of soft esror
posing a great challenge for their practical deployments paper
first quantitatively studied the current art for MLC PCM inatieg
with the resistance drift problem and showed that the presho
proposed techniques such as scrubbing or error correcteshas
nisms have significant reliability challenges to overcoé then
propose tri-level-cell PCM and demonstrate its ability ¢hiaving
10° x lower soft error rate than four-level-cell PCM and 1:33
higher information density than single-level-cell PCM.cleding

to our findings, the tri-level-cell PCM shows 36.4% perfonoa
improvement over the four-level-cell PCM while achievimg soft
error rate of DRAM.

1. INTRODUCTION

PCM requires an iterative-writing mechanism, which reddsre-
sistance immediately after a write to check whether theroedids
to be rewritten or not. This iterative-writing degrades tiete la-
tency. Recent studies showed that the write latency of altual-
cell is about 4x~ 8x slower than that of a single-level-cell (SLC)
PCM [13].

Besides the performance issue, a far more critical problém o
making MLC PCM practical is its reliability concern causegdthe
resistance drift. The resistance drift is the phenomenanttte re-
sistance of a PCM cell increases over time. Such driftingseau
a unique type of soft errors that is different from soft esraf
DRAM. In DRAM, soft errors are produced by patrticle strikasd
the error rate is independent of the stored value. In contkéisC
PCM cell array is impervious to particle strikes but expecies
soft errors caused by resistance drift. Although reasonshiese
two types of soft errors are different, we generally callfbsoft er-
rors because (1) they are not hard errors, which indicateaeent
hardware failure, and (2) they share solutions such as brglor
error correction mechanisms.

Phase change memory (PCM) is a promising alternative memory  Resistance drift was not a problem in SLC PCM because the rate

technology for future computing systems. Based on chaltudge
compound made of Ge, Sb, and Te (GST), the value of storedsdata
represented with its material state indicated by its cumesistance
level. When a PCM cellis heated up to a temperature over thie me
ing point and cooled down within several tens of nano-sesptine
cell enters a high resistive amorphous state. In contriastPCM
cell enters a low resistive crystalline state when it is esqubto a
temperature lower than the melting point and cooled dowwlglo
The resistance of a PCM cell is known to be around ohms in
the crystalline state and around® ohms in the amorphous state.
Moreover, when we alter the temperature and the durationced

to the PCM cell, it is found that the resistance can be anyaher
in-between these two states. Multi-level-cell (MLC) PCM\pkmits
these intermediate states in-between the crystalline snmdEhous
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of such drift is proportional to the initial resistance oétbell and
is nearly zero for the crystalline state. However, the tasise of
MLC PCM cells at the intermediate states could cross thatest
boundary and lead to undesirable errors due to the stategehan
This new type of soft errors caused by resistance drift fiflaad-
dressed, will make MLC PCM unreliable. In this paper, we reath
matically formulate the drift-induced soft error rates oERIPCM.
With this analytical model, we evaluate the previously msgd
ideas for reducing soft errors and show that four-level-B&M
still cannot deliver reliability that matches DRAM relidiby — it
requires other architectural mechanisms. We then propkeyél-
cell (3LC) PCM and show that the 3LC PCM can achieve the soft
error rate of DRAM and the performance of SLC PCM.

2. BACKGROUND AND MOTIVATION

A multi-level PCM cell can store more than one bit by defining
the intermediate states between set and reset states [h#]ret
sistance of a PCM cell is as low a8® ohms in the set state and
10° ohms in the reset state. By further exploiting the resistanc
difference, a PCM cell can have two or even more intermediate
states in addition to set and reset to increase data deresityefl.

For example, four-level-cell (4LC) PCM stores two bits pell by
exploiting two additional intermediate states, while eitgvel-cell



(8LC) PCM stores three bits per cell with six more interméglia
states. Such multi-level-cell (MLC) PCM requires the fallng
operations to function correctly. Firstly, an MLC PCM ce#eds
iterative write-and-verify steps to verify its written vad. When the
resistance fails to fall into a predefined range, a PCM chigdee
to repeat the write-and-verify step. This iterative wigtiprocess
takes up to eight times longer than a typical write in siriglee|-
cell (SLC) PCM [13]. Secondly, when the resistance of an MLC
PCM cell is drifted and crosses the storage level boundasgfia
error (.e, bit flipping) occurs and needs to be recovered by error
correction mechanism, which can be costly.

Unfortunately, the soft error rate (SER) due to resistarmig d
in MLC PCM is fairly high. With a detailed model of resistance
drift [20], we calculate the probability of the SER of an MLCRI
cell. As we will show in Section 4, the SER increases over time
because the resistance of the MLC PCM cell increases over tim
In other words, the chance of crossing the storage level demyn
increases over time along with the resistance. More imptta
Appendix A shows that the SER of MLC PCM is significantly
higher than that of DRAM. To address such shortcomings,eiXu
al. [20] proposed a time-aware error correction scheme, which e
ploys extra cells for storing predefined reference restgamlues.
The reference cells are adjusted to the predefined valuesevbe
the other cells in its corresponding data block are writtévhen
reading the data block, the resistance of the reference aellused
to compensate the drifted resistance in other cells. Bygusith
a technique, the SER (called raw bit error rate in [20]) caotd
reduced fromi0™3 ~ 107* to 7 x 10™* ~ 1072, On the other
hand, Awasthiet al. proposed an efficient scrub mechanism for
MLC PCM [1]. The mechanism effectively reduced 99.6% of un-
correctable errors; however, the lowest possible SER fog-@rm
writes' of 4LC PCM was5.74 x 107°.

DRAM also experiences soft errors caused by particle sriks
SER is known to be an averagesf, 000 ~ 75,000 FIT (failures
in time per billion hours of operation) per Mbitg., 25 x 10712 ~
75 x 1072 per bit-hour [17]. For example, 16GB of DRAM is
expected to have 3.43 to 10.31 soft errors every hour. Inrasit
4L.C PCM with SER 06.74 x 10~° (the lowest SER for long-term
writes in [1]) is expected to incu.26 x 10° errors, neaf 0° times
more errors than DRAM. Moreover, in this comparison, an eigh

bit correction BCH ECC is assumed [1] whereas no ECC was as-

PCM. Refreshing a PCM cell does not consume off-chip banitiwid
nor utilize memory controller; however, such refresh carrene-

fit from error correcting codes. In this case, cells must lieeshed
while they still hold the correct information. Thereforefresh in-
terval should be as short as hundreds of milliseconds. Saghént
refresh introduces new problems: (1) higher chip-level @o\2)
slower responsiveness of PCM because writing a 4LC PCM cell
takes 1.1hs, a few orders slower than DRAM, and (3) decreased
lifespan of PCM cells due to frequent writes. In summary, 4LC
PCM not only has a higher SER than DRAM even with sophisti-
cated techniques but also requires extra overheads thatyleavo

be quantitatively evaluated.

The motivation of this research stems from these obsenstio
As we will show in later sections, if we reduce the number of
storage levels from four to three, a PCM cell shows fewerrsrro
than DRAM, and thus eliminates the need of ECC, referends,cel
and scrubbing. We compare our proposed tri-level-cell (BRBCM
over 4LC PCM throughout this paper to demonstrate that 3LEIPC
is a cost-effective solution for putting multi-level ceiltgo practical
use.

3. TRI-LEVEL-CELL (3LC) PCM

A straightforward approach toward 3LC PCM is removing the
most error-prone state from 4LC PCM. To do so, we first discuss
the physical parameters of 4LC PCM. By measuring the resista
drift of reset and set states from iterative experimentbnild et
al. [7, 8] showed that the drift can be represented by a power-law
model as

Rariji(t) = R x {%}a~ 1)
In Equation (1),R andty are normalization constants andis a
drift exponent. Because the main cause of the drift is thecgiral
relaxation of the amorphous state, the drift exponent ofréset
state is much larger than that of the set state in the expatané
other words, the drift exponent will increase as the portibithe
amorphous state of a cell increases.

As mentioned earlier, the resistance drift causes softreiro
MLC PCM. To estimate the impact of resistance drift on relia-
bility in MLC PCM, we make the following assumptions for the

sumed in DRAM. Nonetheless, 4LC PCM shows several orders of normalization constants and the drift exponent for storagels.

magnitude higher SER than DRAM even with sophisticated ECC
support.

Many architectural and device-level techniques were psedo
to alleviate the downsides of this 4LC PCM reliability [9,,20;
however, we argue that 4LC PCM still requires additionaharc
tectural solutions to be a practical device for main memd¥gr
one, reference-cell based or time-varying threshold nusthiotro-
duce the following problems. If we adopt redundant PCM delts
storing reference values to compensate the increase stanse,
a block of PCM cells must share the redundant cells to miigat
the capacity overhead [20]. As such, any writing operatiooutd
read and rewrite the entire block of cells including refeiells.
This strategy triggers more writes to the cells, reduces tlies-
pan, consumes more power, and degrades performance. 8gcond
if the scrub mechanism is used for reducing soft errors [ig t
memory controller will spend more time in scrubbing than DRA
which degrades the overall performance of the memory stbisys
Lastly, DRAM-style self-refresh cannot directly be apglie MLC

'The original paper [1] defined a long-term write as followsng:
PCM cells experience sufficiently high timing gap betweeitesr
These types of writes are called long-term writes.
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According to the experiments performed by Nirsehlal. [11],

the iterative write-and-verify method adjusts the progmed re-
sistance R, to be located within a desired resistance range. In ad-
dition, log,, R follows a normal (Gaussian) distribution. In this
paper, we assume that the logarithm of a normalizationtersis,
log,, R will follow a normal distribution of N(pup,0%). In ad-
dition, a desired programmed resistance range for a giae &
set to the range within0*=+2-75x°r () and the upper and lower
sensing boundaries for the state are s@dtg: 3<% Q). The value

of a drift exponent is also assumed to follow a normal distidn

of N(ua,02). The parameters in our drift analysis are based on
prior work [1, 20] and summarized in Table 1. Note that Table 1
takes process variation into account by using normal 8istion

for modeling both the resistance and the rate of the registdrift.

By using such distribution, we assume that PCM cells are raot-m
ufactured equally.

A soft error occurs when the resistance of a MLC PCM cell is
drifted above the upper boundary of its programmed statemFr
the state-boundary settings described above, the condifia soft
error can be represented as

Rarige(t) > 1QHRT3xoR,

@)



Table 1: Configuration Variables of Four-Level-Cell (4LC)
PCM When tog = 1s.

Storage Level| Data logo R @
prlor| pa | 0a
0 01 | 3.0 0.001
1 11 | 40| 0.02
2 10 | 50| 5 | 0.06 | %4 Ha
3 00 | 6.0 0.10

Table 2: Configuration Variables of Tri-Level-Cell (3LC) PCM
Whenty =1s.

Storage Level 10g10(F) @
HR | OR Mo | Oa
0 3.0 0.001
1 40| 1| 002 |04x pa
2 6.0 0.10

In other words, Table 1 shows that the target resistanceesétr
the four storage levels ar®®, 10*, 10°, and10°%2, respectively,
and the sensing boundaries a#-°, 10*°, and10°-°Q. For in-
stance, when the resistance of a cell programmed for stdezge
2 drifts and becomes larger tha6®-> €, the cell is read as the next
storage level and generates a soft error.

With assumptions thdbg,, R andc follow normal distribution
in Table 1, we can calculate the probability of soft erroradisnc-
tion of time. The detailed formula is derived in Appendix AsA
we will show in later sections, the most error-prone statdli@
PCM is the third storage level for the following reasons. Boe,
the fourth storage level (amorphous state) in the highesstance
range does not generate soft errors. In addition, becausero-
portional to R, the third storage level experiences the rapidest re-
sistance drift among all levels. On the other hand, howefrare
remove the third storage level, this will not only remove émsors
generated by itself but also reduce most of the errors aielaye
the second storage level. For instance, the majority ofremgen-
erated by the second storage level occurs on the boundargbet
the second and the third storage levels, which can be avdiged
not using the third storage level. Table 2 shows our designtpo
for 3LC PCM. Note that 3LC PCM is different from 3LC NAND,
which commonly refers to three layer cell NAND that storest3 b
per cell. More specifically, 3LC NAND implements eight diféat
storage levels per cell and do not require binary to ternanver-
sion, which will be discussed in Section 5. Therefore, ouC3L
PCM design is unique in that it introduces a new way of storing
binary information on a ternary device.

Given the physical parameters in Table 2, we calculate tHe SE
of 4LC PCM and 3LC PCM. Note that we use the analytical model

Table 3: Probability of Soft Error of Four-Level-Cell (4LC)
PCM by Equation (7) in Appendix A
[ Time (s) | Storage Level 1] Storage Level 2

2 (too small) 5.85E-06%
22 1.59E-12% 0.02%
23 5.85E-06% 0.12%
24 7.45E-04% 0.28%

Table 4: Probability of Soft Error of Tri-Level-Cell (3LC) P CM
by Equation (7) in Appendix A
[ Time (s) | Crystalline State| Intermediate Stat¢

2~ 2% (too small) (too small)
235 2.28E-16% (too small)
210 1.59E-14% (too small)
2145 5.71E-10% 5.93E-14%

the satisfactory level of reliability. To further justifa¢ use of 3LC
PCM over 4LC PCM, we quantitatively compare and evaluateghe
two design options in the subsequent sections.

4. REVISITING FOUR-LEVEL-CELL (4LC)
PCM

Given the soft error rates in Table 3, it is clear that 4LC PGM i
unusable as main memory without additional architecturadima-
nisms for reducing SER. Researchers have proposed sevital d
tolerant approaches such as error correction schemes [1122
20], data encoding schemes using relative resistanceaetiife [12,
22], areference cell scheme [6], a time-aware drift estiomanhech-
anism [20], and most recently an efficient scrubbing schebhe [
Among them, we focus on the most recent work by Awastfal.
[1] that studied an architectural mechanism combining a orgm
scrubbing scheme with a strong error-correction methodickwer-
ing soft error rates of 4LC PCM. However, as we will show, even
with the most efficient scrubbing mechanism, the SER of AL&IPC
is still much higher than that of DRAM.

4.1 Estimating Scrubbing Overhead

In this section, we compare the SER of 4LC PCM to that of con-
temporary DRAM. First, we assume a 16GB PCM main memory
with eight banksi(e., 2GB per bank) using a 256B data bldas a
basic access unit as assumed in prior literature [19, 18}okling
to recent work by Choet al. [3], the read and write latencies in
SLC PCM arel20ns and 150ns, respectively. Considering that
iterative write-and-verify steps are required for MLC PCMg as-
sume that scrubbing a cache line taket5us.

The rationale behind such high scrubbing tiniel5us, is the

in Appendix A and present the results in Tables 3 and 4. Table 3 following. PCM scrubbing must rewrite all cells even witha-
shows the SER of two intermediate storage levels of 4LC PCM as "0rs. For DRAM, scrubbing writes only when error happensyho

a function of time since they were written while Table 4 shaiaes
SER of the first two storage levels of 3LC PCM. For example, if a
3LC PCM cell is written to the second storage levet at 0, the
SER of the cell i$5.93 x 10~ !* att = 2%°. Note that we mark “too
small” in the tables when Mathematica 8.0 outputs zero diecto

of precision. As Table 4 shows, there is no error in 3LC PCM up

ever, PCM scrubbing is different because of the time-depend
error characteristics as discussed in Equation (1). Fomela

we assume that a PCM cell is writtentat= 0s and has 100 sec-
onds of scrubbing period. We also assume that a memory digmtro
cannot find an error from this cell in the first scrubbing atpem
att = 100s. In other words, even though the resistance became

to 24 seconds or more than 500 years. Because of such low SER,farist(t) = R x {£%°=}*, Raris:(t) did not cross the decision

scrubbing will be unnecessary for 3LC PCM in the time range of
interest. For the same reason, ECC or other similar teclesigan

be waived. In summary, the SER of 3LC PCM is even lower than
that of DRAM. It does not require scrubbing nor ECC to achieve
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boundary. If the memory controller does not rewrite the aétl =

2A large last-level DRAM cache is typically used to compeasat
for the relatively slower PCM access latencies. Its caghedize
is assumed to be 256B



Table 5: Maximum Capacity Per Bank of Four-Level-Cell
(4LC) PCM by Soft Error Rates and Scrubbing Overhead

Scrubbing Overhead
Scrubbing _ o 0 o
Period () SERcombined || 100% | 12.5% 1%
2 1.46E-06% || 488MB | 61.0MB | 4.88MB
22 0.005% 977MB | 122MB | 9.77MB
23 0.030% 1.95GB | 244MB | 19.5MB
24 0.071% 3.91GB | 488MB | 39.1MB
25 0.132% 7.81GB| 977MB | 78.1MB

100s, the cell will spend another 100 seconds until the next scrub
bing round, or a total of 200 seconds since the initial wgtaper-
ation. On the second scrubbing attempt at 200s, the amount
of resistance drift for this cell becomé®;,.;s.(t) = R x {%‘33}“,
significantly larger than when it was at= 100s. All in all, scrub-
bing in PCM must rewrite all cells on every visit to avoid exgo-
tially increasing chances of errors. Given that scrubbinzaehe
line must rewrite cells with or without errors, scrubbing ache
line takes a read operatiof.{5u.s) and a consecutive write opera-
tion (1.00us), a total of1.15us. In addition to the scrubbing time,
we also assume that each storage level has the same prgbabili
occurrences.

The first column in Table 6 shows that the scrubbing overhead
decreases as the scrubbing period increases. Here, tH@bsagu

: : _Time used for scrubbing
overhead is defined as Scrubbing period A 2GB PCM bank

has 8M cache lines. Thus,65 seconds+ 8 x 22° x 1.15us) are
required for scrubbing the entire physical PCM even if aghei

100% scrubbing overhead is infeasible, the third columnadfid 5
is the upper bound.

Table 5 also shows the maximum capacity when the scrubbing
overheads are set to 12.5% and 1%, respectively. For exaifiple
we design 4LC PCM with the scrubbing overhead of 1.0%, legvin
99% of the time for servicing memory requests, the maximuriviPC
capacity will be merely 4.88MB for achieving an average SER o
1.46 x 10~%%. Note that when 4LC PCM comprises multiple ranks
or banks, scrubbing can be performed in parallel. Thus, wimen
bank is being scrubbed, the other banks can respond to tsques
from the CPU. However, even with eight banks, the maximum ca-
pacity amounts to 39.1MB, which is still substantially belthe
needed main memory capacity. In sum, although a lower SER can
be achieved by reducing the total capacity of 4LC PCM, the mem
ory capacity becomes too small to be useful.

4.3 Using Error-Correcting Codes

Error-correcting codes (ECC) can be applied to compensate t
SER of 4LC PCM. For example, the industry standard (72,64 Ha
ming code [4] can correct single bit errors by adding 8 redumd
bits on top of 64-bit datd. This scheme is commonly found in
main memory of server systems because of the simplicity in en
coding and decoding [21]. Moreover, stronger ECC can also be
used to protect data from multiple bit errors. For exampl€HB
codes [2, 5] correct 8-, 16-, 24-, or 40-bit errors from 25625
1024 bytes of data depending on the size of redundant bits. Be
cause decoding BCH codes requires more computing power and
time than (72,64) Hamming code, these codes are not frelguent
used for latency-sensitive devices such as main memorydut ¢
monly found in slower devices such as NAND-based storagéh Wi
the combined SER for each cell of 4LC PCM developed in pre-

PCM banks are scrubbed in parallel. As shown in Table 3, even vious sections, we calculate the error rates after applyitay64)

when the memory controller performs nothing but scrubbir@po
overheadi.e, the memory controller will not have time to respond
to any memory request), the SER of storage level 2 in 4LC PCM
is 0.12%, which is significantly higher than that of DRAM. Mer
over, if we use the scrubbing period of 45 minutes as in the DRA
for real-world servers [17], the SER of a PCM cell programred
storage level 2 will escalate to 5%, which is intolerableedCly,

Hamming code and various BCH codes. Note that for every ECC
evaluated in this section, we fix the data size at 512 bitss#mee
size as in the previous study[1].

(72,64) Hamming code corrects one bit error, and thus, lgavin
more than two bit errors among 72 bits is uncorrectable. bfi-ad
tion, since storing 72 bits requires 36 4LC PCM cells, thebpro
ability of having more than two bit errors out of 36 cells cam b

4LC PCM with scrubbing mechanisms cannot guarantee the mostcalculated as follows. Note that by using Gray codes as ilbestr

basic reliability by any standard. To reach a low SER andcedu
the scrubbing overhead simultaneously, the maximum PCMeap
ity per bank must be limited. Our next section will show theyést
capacity of 4LC PCM that the scrubbing mechanism can support

4.2 Reducing Capacity to Achieve Low Soft
Error Rates

Another way of lowering the SER of 4LC PCM is to limit the

maximum capacity. We assumed that the capacity of 4LC PCM is

2GB per bank in Section 4.1 when estimating the scrubbing-ove
head. Since the scrubbing overhead increases propoftionih
the capacity, 4LC PCM can achieve lower SER if we continue to
cut down the capacity. Table 5 shows the results.

Table 5 calculates the maximum capacity of 4LC PCM for dif-
ferent combinations of SER and scrubbing overhead. Thentest

in Table 1, one step change in storage levels is limited ecafinly
one bit in two-bit data. Thus, two bit errors can happen onhe
two 4LC PCM cells are changed due to resistance drift.
Probability of having at least two bit errors in 72 bits is
=1 — P(no errorg — P(one bit erroj

=1- (1 - SERcombi7Led)36 (3)

36 5
- < 1 ) (1 - SERCOmbi7L€d)3 (SERcombined)

=Perror (72b) .

Now we calculate the probability of uncorrectable errors5iP
bits. 512 bits comprises eight of 64 bits data, thereforereto
construct the entire 512 hits, all eight blocks should nategate

column represents the scrubbing period for each 256B memory any uncorrectable error. If we define the result of Equat@nas

block. The next column represents the combined SER which is a

P.rror(72b), then the probability of uncorrectable error for 512 bits

average of SER of all four states in 4LC PCM. However, because is defined as

the third storage level shows significantly larger SER threndth-
ers, the combined SER is close to one fourth of that of thel thir
storage level. Then, we show the maximum capacity by scngpbi
overhead. When the overhead is 100%, the memory contralfer c
not service any request from the upper memory hierarchyceSin
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Perror(512b) =1 — (1 = Pepror(72b))%.

The fourth column in Table 6 shows the results. In Table 6, ale c

3The capacity overhead is 12.5%.



Table 6: Probability of Uncorrectable Errors by ECC and SE Rcompined for 2GB per Bank 4LC PCM

Probability of Uncorrectable Errors for 512 bits
= Perror(512b)
Scrubbing Period BCH-8 BCH-16 BCH-24 BCH-32
(Overheads) | EHcombinca || NOECC | (72,64) | 5101160 | (512b+160b)| (5120b+240b)| (512b+320b)
23 seconds (100+% 0.030% 7.4% 0.05% | (toosmall) | (toosmall) (too small) (too small)
2* seconds (60.29% 0.070% 16.4% | 0.24% | 1.44E-10%/| (too small) (too small) (too small)
25 seconds (30.15% 0.133% 28.9% | 0.86% | 3.80E-8% | (toosmall) (too small) (too small)
2% seconds (15.07% 0.218% 42.8% 2.26% | 2.64E-6% | (toosmall) (too small) (too small)
27 seconds (7.54%) 0.325% 56.5% | 4.84% | 7.45E-5% | (too small) (too small) (too small)
28 seconds (3.77%) 0.475% 70.4% 9.76% | 1.54E-3% | 1.27E-10% | (too small) (too small)
2% seconds (1.88%) 0.668% 82.0% 17.8% 0.02% 2.32E-8% 4.11E-13% | (too small)
210 seconds (0.94% 0.91% 90.4% 29.4% 0.18% 2.15E-6% 2.81E-12% | (too small)
2! seconds (0.47% 1.21% 95.6% | 44.2% 1.08% 1.10E-4% 1.34E-9% | (too small)
2'2 seconds (0.24% 1.57% 98.3% 60.6% 4.61% 3.14E-3% 2.66E-7% 8.69E-12%

culate the probability of uncorrectable errors by scrughperiod, 659 bits can be used to store useful information withouttpéits.
scrubbing overheads, arftf R ompinea. If we compare the error In summary, 3LC PCM theoretically achieves higher inforimmat
rates of 4LC PCM to that without ECC, (72,64) Hamming code re- density than 4LC PCM.

duces the error rates, but those rates are still too highrimtize. ) ) o
The results indicate that 4LC PCM must use stronger ECC ¢hatr 4.4 Increasing Programming Precision
We discussed earlier that the parameters in our analysizaaesl

quires more redundant bits and higher computational oaelhie
Now we calculate the probability of having uncorrectablees on previous studies [1, 20], which assumed that desired-anoged
to 8 bits errors by adding 80 redundant bits, and BCH-16 ctsre  can increase the programming precision or fine-tune theteesie
levels from10#r*2759 R tg 10#Rr*1-3759R for example, then SER

up to 16 bits errors by adding 160 redundant Bitdle generalize
Equation (3) for calculating the probability of having aastn bit of 4LC PCM will decrease; however, at a cost of more writesiter
tions.

errors out ofm bits as follows.
Probability of having at least bit errors out ofm bits is Although the relationship between resistance ranges anoltim-
ber of write iterations has yet to be discovered, we estibateex-

n—1
_ m _ m—Fk ) k tending the previous study, which proposed a mathematioalein
=1- 1- SERcom ine SERcom ine. . . . . . .

kZ:O <k>( pined)" bined) for calculating write iterations [13]. Their method plughéhe

(4) ratio between the number of desired storage levels and thre nu
ber of levels that can be reached in a single write attemt int
Table 6 also shows the results from Equation (4). When thebscr  the Bernoulli distribution. We extend this model to cal¢alaow
blng period iS28 SeCOﬂdS,' the SCbebing overhead is 377%, and many iterations will be required in increasing programmi]'rg_
Perror(512b) is 1.54 x 10~2% for BCH-8. The error rate is signif-  cision. More specifically, 4.C PCM with half of the resistanc
icantly smaller than that of 4LC PCM with (72,64) Hammingepd  range (0#r=!-3757r) can be considered as 8LC PCM with unused
however, still10° ~ 107 times higher than the SER of DRAM  four storage levels in-between four storage lefelSuch narrow
without ECC support. range triggers almost 2x more write iterations, resultintpithe
Table 6 shows that if we limit the maximum SCbebing overhead fo”owing prob|emsl Extra iterations slow down the Writimo_
to 1%, 4LC PCM is only usable with BCH-32. However, such re- cess, degrade the performance, wear out PCM cells, and mensu
quirement prevents 4LC PCM from being used as main memory extra power. Nevertheless, SER of such 4LC PCM in 32 secands i
for the following reasons. For one, a memory controller wath  1.9x 10~7%, which is more thai0'® more errors than 3LC PCM.
complex error-correcting mechanism requires extra cheaand In summary, one can decrease SER of 4LC PCM by increasing pro-
design effort, raising the chip cost. Since memory corgrsliare gramming precision; however, 4LC PCM with such high prexisi
typically integrated in the same die with processor coresétdays,  compromises write latency and lifespan of PCM cells whilé st
designers need to design and fabricate a customized CPUger s  syffering from significantly higher SER than 3LC PCM or DRAM.

porting 4LC PCM. In addition, the higher computational dwesad The next section explains practical implementation for 32CM.
in decoding increases the memory latency and degrades the pe

formance. For these reasons, the majority of commodityesyst

typically implement no ECC schemes or at most the (72,64)Ham 5. TRI-LEVEL-CELL (3LC) PCM IN PRAC-
ming code. TICE

Moreover, the most critical downside of BCH-32 is the capaci
overhead. To correct up to 32 errors from 512 bits of data, wetm ; tA. ;
add 320 parity bits to make a total of 832 bits of data. In stpri 5'1_ Bl,nary to Ternary COI‘IVGI’SIOI‘\. o
832 bits, 416 4LC PCM cells are needed. On the other hand, 416 Since tri-level cells do not match any conventional binagitell
3LC PCM cells can store 659 bits=( [log2(3*¢)]). Note that system, we need an efficient way of converting binary mf_ct_mma
because 3LC PCM has no soft error in the time range of inteattst 10 the terary number system and vice versa. The efficiency of

“The capacity overheads are 15.6% and 31.3%, respectively. SAccording to the original notationt” changes frond).5 to 0.25.
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conversion methods can be evaluated by cell utilizationianude-
mentation feasibility. In other words, it is always desleafor a
conversion method to fully utilize the cell capacity withnimal
hardware overheads.

First, we need a way to evaluate the cell utilization of a esnv
sion method. For example, if a conversion method usdsur-
level cells to storen-bit data, then the four-level cells can be re-
garded as fully utilized. On the contrary, if a conversiontinogl
needsn four-level cells to storen-bit data, then its cell utilization
is halved. This concept can be generalized as follows. When a
conversion method uses k-level cells to stores-bit data, its cell
utilization is

Cell Utilization = 5)
In this equation2™ is the number of different states represented by
n-bit data andog, 2™ is the theoretically minimum number &t
level cells to storen-bit data. For instance, if a 4LC PCM requires
a BCH-32 error correction scheme to prevent drift-induceft er-
rors, the cell utilization of the binary to quaternary corsien is
calculated aqf}—g log, 2 ~ 0.615 where BCH-8 requires 320 more
parity bits to recover 512-bit data from eight errors.

As mentioned in Section 3, the 3LC PCM does not require any
complicated error correction scheme. However, some cgplasis
of 3LC PCM is unavoidable due to binary-to-ternary convarsiln
other words, when using bits as a basic store unit, the minimum
number of 3LC PCM cells to store thebits is [n log, 2](= m).

For example, storing three-hit data requires at least twd BICM
cells. The two 3LC PCM cells are used for differentiatifgstates
even though they can represent maximarstates. Thus, one of
the states represented by two 3LC PCM cells is remained dnuse
Figure 1 shows the achievable cell utilization fot, m) binary-
to-ternary conversion methods by the size of a basic staite wn
from one to 32. Among those conversion methods, (it 12)
conversion storing 19 hits to 12 3LC PCM cells can achieve the
highest cell utilization 06.999, while the cell utilization of &8, 6)
conversion method is at mdsB41. For reference, inthél, 1) and

(2, 2) conversion methods, a 3LC PCM cell acts like a SLC PCM
cell and the cell utilization i9.631.

In evaluating conversion methods, another important fattat
should be considered is implementation complexity. Thesen)
conversion methods for 3LC PCM can be implemented using ei-
ther look-up tables (LUT), arithmetic units, or basic logjates.
Each implementation method has its own advantages and-disad
vantages. Using a look-up table can reduce the conversiendg
while the number of table entries is exponentially increlasten
we increase the size of a basic store umitOn the other hand, cal-
culating ternary numbers using arithmetic units occupéss hard-
ware overhead than LUT; however, the latency is compronused
to slow arithmetic operations. In general, increasing adbstere
unit, n, to achieve higher cell utilization results in higher hard-
ware costs or longer access latencies. Moreover, sincevaon

I 2m
log, 2" _my o
m m

method should be embedded inside a memory chip, its hardware

cost and access latency are critical for its implementdagasibil-
ity.

Table 7: An example of the(3, 2) number mapping method.

3-digit binary | 2-digit ternary celh ?c())rngol S(':%ﬂ(?lfsor o
(b2b1bo) (t1to) s11 | s10 [ sor [ soo
000 00 0 0 0 0
001 01 0 0 0 1
010 12 0 1 1 X
011 02 0 0 1 X
100 10 0 1 0 0
101 20 1 X 0 0
110 22 1 X 1 X
111 21 1 X 0 1

Relationship between ternary levels and control signals:

“Programming” “Reading”

te | Pec1 Pco te | Tel Tco
2 1 X 211 X
1|0 1 1] 0 1
of o 0 o O 0

where “X” means redundant condition

conversions and onél, 1) conversion,i.e, 5(3,2) + (1,1)
(16,11).

Table 7 shows an example of tf’& 2) number mapping method.
In this example, eight ternary states except forthetate are used
to represent three-bit binary data. This simple number rimgpp
method can be implemented using several logic gates. Wenassu
that three-bit datah2b1 bo, is stored to two tri-level cellg;,1 to, and
each cell uses two control signals,; andp.o, to select a pro-
gramming current corresponding to its state, wheieadicates a
corresponding cell number. When the relationship betwkercell
states and their control signals is defined as in Table 7,dhta
signals can be represented by the three binary bits as

by + by - bo
b1 +E'bo-

b2 - b1 + b2 - bo,
E'b1+b1'%,

P11
Pbo1

Similarly, when reading a 3LC PCM cell, its programmed resis
tance is represented by the outputs of two sense-amplifigrand
rco as described in Table 7. From the four outputs of two celks, th
three-bit data can be decoded by simple logic gates as

P1o

Pboo

b2 = ri1+ 710 To1 - Too
b1 = ro1+ 711700
bo = r11-Tor + 711 - T10 - o1 + 711 - T10 - T00-

Our ternary-to-binary conversion employs AND, OR, and NOT
gates, and the critical path of the conversion is maximdihge-
gate delay. Considering that the typical operating frequeof
main memory is significantly lower than that of CPU, three enor
gate delays will not result in a major impact in timing.

In this section, we show that by using & 2) number mapping
method we can achieve the cell utilization of u@te46 with low-
cost hardware. Thus, when using @y6) conversion composed of

Therefore, we propose to use a simple number mapping methodtWo (3, 2) and one(2, 2) conversion methods, 512-bit data can be

such agl, 1), (2, 2), and(3, 2) conversion methods that are imple-
mentable with simple logic gates. With a combination of theeé
conversion methods, we can build any conversion method evhos
cell utilization is less than or equal to the cell utilizatiof (3, 2),
0.946. For example, g8, 6) conversion can be translated to two
(3, 2) conversions and ong, 2) conversionj.e, 2(3,2)+4(2,2) =
(8,6), and a(16,11) conversion can be translated to fiy&, 2)
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stored in 384 tri-level cells. Here, it is noteworthy thatGPCM
requires 416 cells to store 512-bit data when using a BCHH22 e
correcting scheme to achieve a confident level of reliabilit

5.2 Bandwidth Enhancement

So far, we achieved the desired reliability with 3LC PCM by
eliminating the most error-prone state from the four-lesedl PCM
as shown in Figure 2(a). To program a cell to the intermeditatte,
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Figure 1: Tri-Level-Cell Utilization
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Programming Current

i i Reset Current

‘ Set Current
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2 (a) Error transition of (b) Error transition of (c) State mapping of
8 Lo L1 L2 two-digit ternary states three-bit Gray code <3,2> conversion
logy, Q . . . .-
. Figure 3: State mapping of(3, 2) conversion for efficient error
(a) 3LC PCM Programming correction in 3LC PCM
Programming Current
i i i Reset C t . .
SesL AN Figure 2(b) shows two examples to program a relaxed interme-

w ‘ l H { “or diate level in 3LC PCM. The relaxed intermediate level can be
programmed with less number of write iterations becausesof i
| i t i t widened resistance range. Another choice in programmiageh
laxed intermediate level is to use the moderate-quenche@) (M

programming which controls the falling slope of a reset entr

pulse [10]. By using the MQ programming method, the write la-

tency of an intermediate level in 3LC PCM cell can be reduced
Lo L1 L2 below the set latency,e., the write latency of SLC PCM.

As mentioned earlier, relaxing the acceptable resistannge
logy @ for the intermediate level helps to reduce the write lateswgt en-
(b) Bandwidth-Enhanced (BE) 3LC PCM Programming hance write bandwidth. However, it reduces the drift matggn
tween resistance levels, and the new narrower margin isesea
drift-induced SER. In Section 5.3, we will introduce how tseu
conventional ECC schemes for the slightly increased SEREsf B
3LC PCM. Also, we will evaluate the SER of both 3LC PCM and

BE-3LC PCM in Section 6.1.

Set Current

Cell Distribution

Figure 2: Cell Distribution vs. Programming Sequence

“L1", 3LC PCM uses the same write-and-verify iterations &4

PCM. Since a prime concern in 4LC PCM is to maximize its re- 53 Efficient C . for E c
liability, it is desirable to precisely tune the resistamdéenterme- : reC![(i:(I)(?]n 3,2) Lonversion for error Lor-

diate levels to secure drift margins between storage leaglarge
as possible. However, such precise programming leads tag lo Using error correcting codes can improve the reliability3afC
PCM as in other memory systems. The problem is that how 3LC

write latency, which is the root cause of low write bandwidth
MLC PCM. The question is whether the tight resistance rafges PCM can efficiently use the conventional ECC schemes. Indbe ¢
of 4LC PCM, four states of a cell is encoded with two-bit Gray

intermediate levels achieved by write-and-verify itevas are still
code. By doing so, one state transition in a four-level cdcis

necessary for 3LC PCM.
According to our analytical model, the 3LC PCM using the same only one bit in binary data, which enables to use a binaryrerro

resistance ranges with 4LC PCM is virtually free from diifttluced correcting code for correcting the state transition of flauel cells.
soft errors. As described in Table 4, its SER is extremelylsma Similarly, if one drift-induced error in a tri-level cell f&gcts only
even comparing with that of DRAM, indicating that the reaiste one bit in the corresponding binary code, a binary errorexiing
range for the intermediate level is unnecessarily tightac8ithe code can be used for recovering the data from the drift-induc
tight resistance range is obtained by sacrificing the watericy, error.
we can reduce the write latency by relaxing the resistanngera In this section, we propose a state mapping methd8,&) con-
and eventually improve the overall write bandwidth. Theref we version for using binary error correcting codes. Figure) 3taows
propose bandwidth-enhanced 3LC (BE-3LC) PCM using a relaxe possible state transitions caused by drift-induced eironso 3LC
resistance range for the intermediate level. PCM cells. Because the resistance drift increases thetansis

446



level of a PCM cellj.e, from level O to level 1 or from level 1 to
level 2, the state transitions are uni-directional. Thermdea is

to map the state transition graph of two 3LC PCM cells into the
transition graph of the three-bit Gray code depicted in RRg(b).

First, we exclude “11” state from the state mapping of (l2)
conversion. Note that the state “11” was excluded becausasit
four transition edges, which cannot be mapped into the Godg c
and also because two tri-level cells have one more statettiane-
bit binary code. Then, the rest of states and edges are mapmioed
the Gray code graph as shown in Figure &(@hich indicates that
all one-hop error transitions of the two-ternary-cell egexcept
ones from/to the “11” state are translated to one-hop eran-t
sitions of the three-bit binary code. Note that we need aiapec
process for the “11” state because removing the “11” staimfr
the state mapping cannot prevent error transitions to tthé sfiate.
When the “11” state is read from two 3LC-PCM cells, it indiesit
that the state results from one or more drift-induced erréyiso,
considering the monotonically increasing nature of resis¢ drift,
only “00”, “01”, and “10” states can be shifted to the “11" &a
Thus, when the “11” state is read from the two tri-level celle
can limit the maximum number of transition-error hops to diye
substituting it with a “00” state. By doing so, one state siion
error caused by resistance drift affects only one data bitekam-
ple, we assume that (72,64) Hamming code is used for single er
correction and double error detection (SECDED). The 7Z:bite
can be stored in 48 3LC PCM cells when usi{3g2) conversion.
With the state mapping gf3, 2) conversion, the (72,64) Hamming
code detects two drift-induced errors in the 48 tri-levdlcand
corrects one drift-induced error.

Furthermore, it is noteworthy that a 72-bit PCM DIMM com-
prises 8 PCM chips, and each PCM chip has a 9-bit datapatbhwhi
are matched to thre@, 2) conversion units. Otherwise, if eight 8-
bit PCM chips are used to build a 64-bit PCM DIMM for symmetry,
each chip is forced to us@, 6) conversion. As a result, the 64-bit
data is stored in 48 3LC PCM cells, which is the same amount of
3LC PCM cells that are used to store 72 bits. Therefore, when
plugged into a realistic PCM DIMM organization, o(B, 2) state
mapping method allows to use the (72,64) Hamming code withou
additional storage overhead.

5.4 Temperature dependency

Throughout this paper, we compare 3LC and 4LC with the as-
sumption that they are operated at the same ambient teraperat
When they are operating at a higher temperature, 4LC sufiers
from the high error rates because 4LC makes use of more stor-
age levels and secures smaller safety margin among staagis.|
Therefore, 3LC holds clear benefit over 4LC even at a higher te
perature. Moreover, previous study showed that PCM cedisat
sensitive to thermal disturbance [19]. Such observatiamisble
when considering that the temperature of GST material in PCM
should be raised up 800 ~ 600°C' when programming. Since
typical operating temperature of PCM device is untieén°C, we
argue that temperature dependency will show little impacthe
findings presented on this paper.

6. EVALUATION
6.1 Soft Error Rate of BE-3LC PCM

As discussed in Section 5.2, 3LC PCM can reduce writing la-
tency by using fewer writing iterations. As such, the dtaition
of the resistance is compromised, and which will increaseSER

5This state mapping is the same as one in Table 7.
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Table 8: Physical Parameters for the Second Storage Level of
3LC PCM When tg =1s.

" log,,(R) Je)
Writing Strate 10
Hind W[ ur | on boa | 0Oa
Iterative 4.0 | 0.167 0.02 04 x
Non-iterative | 4.255| 0.188 | 0.02157| = ~ H«

of the PCM cell. In this section, we formulate the relatiapsbe-
tween writing latency and the SER of 3LC PCM and argue that 3LC
PCM can achieve the writing latency close to SLC-PCM without
compromising the SER.

Kanget al. [10] shows the distribution of the resistance of a
PCM cell by two different writing strategies; (i) iteratiweriting
(write and verify) and (ii) writing without iterations. AL PCM
does not use the third storage level, we focus on the disinibof
the second storage level. More specifically, we read theildigion
of the resistance of the second storage level from Figuresgéda
on [10] and calculate the mean and the variance of the resista
when a cell is written without iterations. As we show in TaBle
or andy, are worsened from 4.0 to 4.255 and from 0.167 to 0.188,
respectively.

In Table 8, physical parameters for two different writingtime
ods, iterative and non-iterative methods, are taken fromdiffer-
ent technology nodes. However, we compensate such diffesen
by not taking the exact numbers but taking relative ratidsvben
two different writing methods from [10]. In addition, we asse
linear increment i, ando,, by o i for estimating the distribution
of a. For example, we use the physical parameters in Table 1 and
apply 0.04 increment ip, for every 10x inR.

After obtaining the physical parameters of the second gtora
level of 3LC PCM, we calculate the SER of 3LC PCM by using an-
alytical models discussed in Appendix A. The summary of ltesu
is as follows. Firstly, the majority of the errors happen &tween
the set state and the second storage level. Such errors tageao
to the resistance drift, but because of the initial writiaddre. For
example, the memory controller writes 01 to a 3LC PCM cel an
the cell reads 00 immediately after the writing. The errde rfor
this case is3.04 x 1072%. Secondly, if we exclude such initial
writing failures, the SER of 3LC PCM caused by resistanct i
negligible untilt = 22° seconds. Table 9 shows the error rate for
this case.

When a PCM chip reads PCM cells immediately after writing
them, the chip can detect and rewrite the cells to fix thedhiti
writing failures. More specifically, we assume that the PQhips
rewrite the cells by sensing the written values immediatdter
writing. Even though such strategy is similar to the itemtivriting
commonly used in 4LC-PCM, this strategy is different in teraf
the expected numbers of iterations. For (ihe0 — 3.04 x 107%)%
of the time, writing to our proposed BE-3LC-PCM finishes & th
first attempt. The second attempt is required for @t x 103 %
of the time, and the expected numbers of writing iterationthis
case is close to one. Moreover, we also show the SER of 3LC-
PCM with industry standard (72,64) ECC support in the righgn
column of Table 9. This column is calculated based on thetffeatt
48 3LC-PCM cells store 72 bits, and (72,64) ECC corrects dne b
error. Again, the proposed PCM with (72,64) ECC shows a gegli
ble SER untilt = 2%° seconds. In summary, writing to 3LC PCM
cells must be followed by reading and verifying. Such smeadre
head will remove majority of the errors, and 3LC PCM expecEn
no errors in the time range of our interest.
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6.2 Performance OO
4LC PCM requires a scrubbing mechanism and a multiple-error CTNONRer223danIAs SR 2RINAIARKARESS
correction scheme for a confident level of reliability. Hweg to # of correctable errors
use the 4LC PCM, we have to consider other aspects such as per-
formance and hardware overhead. If the gain from its high den Figure 6: Information density of 4LC PCM

sity needs other considerable cost, the 4LC PCM will be egr

as infeasible. First, to evaluate the performance impaatsofg

MLC PCM, we simulated 26 applications from SPEC2006 bench-  As shown in Figure 4, the 4LC PCM scrubbed every 16 sec-
mark using SESC [16]. The read and write latencies of SLC PCM onds experienced 72.2% performance degradation on aveEsge
are assumed to be 150ns including a row activation lateREXt  pecially,429.mcf that shows the highest write frequency (2.81 per
of 120ns, and 200ns considering an internal write verifizate- 1000 instructions) incurred 95.2% performance degradatafhis

lay, respectively [3]. For 3LC and 4LC PCMs, its read latef&y s because of the five times longer write latency of 4LC PCM and
assumed to be the same as that of SLC's because 3LC and 4LGts scrubbing overhead occupying 60.0% of total executioret
can be read as fast as SLC if they have multiple sense amglifier This tremendous performance degradation can be reducethby e
in parallel. On the contrary, 3LC and 4LC’s write latency & a  ploying the LARDD scheme. However, the LARDD still experi-
sumed to be 1000ns because of its iterative write-andyvagf- enced 26.7% performance degradation. This means thatgltho
ations [1]. Similar to other studies [14, 15], an 8MB L3 DRAM | ARDD reduces the write frequency to PCM, there are still too
cache composed of 256B cache-lines is employed to hide the PC  many read-and-check operations performed inside a chigjrig
access latency. Also, we assumed a PCM main memory composedo substantial performance degradation. On the other tha®LC

of eight 2GB banks and we modeled a memory controller that can PCM experienced only 10.4% performance degradation on aver

efficiently schedule memory requests by exploiting banell@ar- age, although its write latency is also 1000 ns as in 4LC PCM.
allelism and PCM row buffer hits. Note that in the requesm’hh- Furthermore, the performance of 3LC PCM can be improved by
ing, read requests have higher priority than write requiestause  using the bandwidth-enhanced (BE) 3LC. Figure 5 shows tlae re
write accesses are typically not on the critical path in eohper- tive IPC of BE-3LC PCM which is normalized to the IPC value
formance. of SLC PCM. The write latency of BE-3LC PCM is obviously
Figure 4 shows the relative instruction-per-cycle (IPCluea decreased close to SLC PCM'’s latency, however, estimatiag t

normalized to the IPC of SLC PCM. As in the recent paper [1], accurate write latency is beyond this research scope. Thas,
the two 4LC PCM configurations are assumed to use a BCH code performed a sensitivity study varying its write latencyrfr@50ns
capable of eight error corrections for a 512-bit data blbchc- down to 200ns monotonically decremented by a 50ns intetval.
cording to our analysis, the 4LC PCM with the BCH code has to addition, the SER of BE-3LC is confined to less ti3aé x 10~ '8
scrub the entire memory space every eight seconds to achieve when the BE-3LC is scrubbed eve?f° seconds, as mentioned
DRAM:-level soft error rate. However, the eight-second bbing in Section 6.1. Thus, all the BE-3LC PCM configurations are as
is impossible because the minimum latency to scrub a 2GB PCM sumed to use 8*° second scrubbing scheme. The relative IPC of
bank is about 9.6 seconds. Thus, we chose a 16 second s@ubbinthe four configurations are 0.982, 0.988, 0.994, and 1.G&pac-
for 4LC PCM. tively. As a result, BE-3LC PCM makes it feasible to achigve t
Awasthiet al. pl’OpOSEd a Scrubbing overhead reduction scheme increment of memory Capacity with neg||g|b|e performanegm_
called Light Array Read for Drift Detection (LARDD) [1]. For dation, compared with SLC PCM.
LARDD scheme, we assume an eight-second LARDD period, again . .
to achieve a DRAM-level soft error rate. More specificallB- 6.3 Information Density
8 column in Table 6 shows that LARDD with eight-second period  Another way to reinforce 4LC PCM reliability is to increaget
has sufficiently low SER. However, we argue that the actu® SE  number of correctable errors in a data block. However, ifrthm-
for this scheme is higher than what we show in Table 6 for the fo  per of additional cells required for a multiple error cotien code
lowing reasons. The benefit of LARDD comes from the fact that s equal to or larger than the number of data cells, then itéamn
LARDD skips scrubbing rounds for data blocks. In other woitls  ingless to use 4LC PCM. For example, since the BCH code cor-
LARDD cannot skip scrubbing rounds, then its behavior isslya  recting nine errors in a 64-bit data block requires addéidg¥ bits,
the same as typical scrubbing. As a result, some data blaeks a g total of 64 4LC PCM cells should be used to store the 128 bits.
revisited in at leas2x of the period, which will increase the SER.  Then, the 4LC PCM using a nine-bit correction (128,64) BCHeco
is no better than using SLC PCM.

"We assumed the encoding and decoding latencies of the eight-

error-correction BCH code take one memory clock cycle bseau Here, we definenformation density as the number of data bits
the encoding and decoding logic can be fully parallelizedaby ~ stored in one cell to measure the cell efficiency. For instaie-
cepting its exponentially increased area overhead. formation density of SLC PCM i$.00 because every SLC PCM
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Figure 5: Sensitivity study of b

cell stores one data bit, and SLC PCM does not require capacit
overheads from ECC. In the case of 3LC PCM, it use&16)
conversion scheme and thus its information densitg is 1.33.

In the proposed BE-3LC PCM, a (72,64) hamming code is stored
to 48 cells. Thus, its information density is sti& ~ 1.33.

In Figure 6, we compare the information density of 4LC PCM
with SLC PCM and our proposed 3LC PCM. For example, the
eight-bit correction (592,512) BCH code usé% cells to store
a 512-bit data block and its information density1lis3. How-
ever, the 4LC PCM using a (592,512) BCH code requires an-eight
second scrubbing scheme to achieve confident reliabilljchvse-
riously degrades performance as discussed in Section 6.x&e |
use a strong error correction code recovering a data blomk fr
more errors, we can reduce the scrubbing frequency and dilmin
its performance degradation caused by scrubbing opegatibmus,
we evaluate the SER of each configuration when a scrubbing pe-
riod is 2!° seconds. Because it spends 9.65 seconds to scrub al
256B memory lines in a 2GB PCM bank, the maximum perfor-
mance degradation caused by scrubbing operations can iedim
to less than 1.00%x %77). According to our analytical model,
when the size of a data block is 512 bits, a 26 or more erroecerr
tion scheme is required to achieve the same level of SER With t
proposed BE-3LC in Table 9. When using a 256-bit data bloak, a
error correcting scheme has to be able to correct 20 or mooeser
As shown in Figure 6, those configurations marked in recemg|
have lower information density than that of 3LC PCM33. In
other words, 3LC PCM is more efficient than 4LC PCM to store
data bits at the same level of reliability.
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andwidth-enhanced 3LC

7. CONCLUSION

In this paper, we asked the question of how reliable the widel
studied four-level-cell (4LC) PCM can be by exploiting tlthemes
aimed at overcoming the resistance drift problems. We neatldle
resistance drift in MLC PCM and showed that conventional ECC
schemes and scrubbing mechanisms are not usable in 4LC PCM
for minimizing their drift-induced soft errors to a satistary relia-
bility level due to their unduly overheads and certain pbgklim-
itation. We evaluated architectural approaches to adihgshift
issues in 4LC PCM including efficient scrubbing mechanisnd a
multiple error correction schemes. We found that the latesib-
bing mechanism still suffers significant performance ddgtian
(26.7%) compared to the use of 2LC PCM. On the other hand,
the performance of scrubbing mechanism can be alleviatagsby
ing a stronger error correction code for correcting mudipkrors,
however, the increase of codeword length compromisfs ma-
ltion density, i.e, the number of data bits stored in each cell, to
lower than1.33.

In this paper, we propose tri-level-cell (3LC) PCM to remove
the most drift-error-prone level from 4LC PCM. This new taok
ogy eliminates the reliability concerns due to drift-inddcerrors.
Furthermore, by relaxing an acceptable resistance rangeedh-
termediate level, the programming latency of 3LC PCM cangde r
duced close to that of 2LC PCM, making the performance impact
negligible. Also, we propose a state-mappif3g2) conversion to
efficiently store binary data to tri-level (ternary) cell¥he state-
mapping(3, 2) conversion scheme can be implemented with sim-
ple logic gates. Another merit of the state-mapping schentbat
it enables a conventional binary ECC scheme such @& z54)
Hamming code for correcting a ternary cell error while maining



its information density to at lea$t33. By using our 3LC PCM, we
can obtain benefits from the inherently increased memorgaiap
without concerns of memory reliability and performance rdeig.-

tion.
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APPENDIX

A.

ANALYTICAL ERROR MODEL AND VAL-
IDATION

In building an analytical error model for both 4LC PCM and 3LC
PCM, we continue discussion on top of Table 1 and Table 2t,Firs
we define two more variables; = log,, R andn = log,,t. By
substituting Equation (1) withh andn, we obtain

logy(Rarift(t)) = logg R + aloggt = m + na.



Thus, the condition of a soft error can be rewritten as

m+na > ur + F
na > pur+E —m,
0.5 for storage level 0, 1, and 2 of 4ALC PCM

0.5 for storage level 0 of 3LC PCM
1.5 for storage level 1 of 3LC PCM.

whereE =

As a follows N (i1, 02), no follows N (np, (noq)?). The prob-
ability for na to be more thaur + E — m can be calculated as
follows.

Probability of soft error for a givem: is
Ur+FE —m—nua
Noa

1 ® —z2/9
where®(z) = — e " 2dz.
2T [oo

Here, we also take the effect of the iterative writing inte@amt.
As mentioned earlier, cell programming iterates a write-aarify
sequence untlbg,, R is less thamur+2.750 r or larger thanur —
2.750r. Therefore, the probability density function of a random
variablem, f(m) can be expressed as

=1-% LG

Fm) = %¢(%) IR — 2..7503 <m < pr+2.750r
0 otherwise
HR—2.7T50R _
where K = (w)dm,
wR+2.750 R OR
and ¢(z) = ——e %72
V2 '

Therefore, we can obtain the probability of soft error as acfu
tion of time ¢ = 10™) by integrating Equation (6) with a random
variablem for ur — 2.750r < m < ur + 2.750R.

Probability of soft error is

/ T gt B m e e g,

R+2.750R Noa

1.E+01

1.E-014

1.E-034

1.E-054

1.E-07

1.E-094

1.E-114

Probability of Soft Error

1.E-134

1.E-154

Time (sec)

Figure 7: Probability of Soft Error of Four-Level-Cell (4LC )
PCM Over Time

We evaluate Equation (7) for 4LC PCM and also run Monte
Carlo simulations to verify these equations. In the simatatwe
randomly pickedR and « from their corresponding normal dis-
tributions in Table 1 and calculate the drift resistanBg,.; s+ (¢),

451

to determine if it generates any soft error. For each stolegs,
the simulator executes one billion trials. Figure 7 showes rigx
sults side by side. We omit the soft error rates for set andtres
states,i.e, , the storage level 0 and 3, because (i) resistance drift
in level-3 states does not lead to a soft error, and (ii) thereates

of level-0 states are too small to be evaluated and can besdno
For example, Mathematica 8.0 shows the first non-zero eater r
for level-0 states when = 23° or 1090 years, and the error rate
is 2.3 x 107*%. Similarly, note that three data points for storage
level 1 and 2 are missing because either (i) Mathematicae3.0 r
turns zero for Equation (7) or (ii) Monte Carlo simulatiorufa no
error in one billion trials. By comparing results from twadepen-
dent sources, we validate the accuracy of our theoreticihved
Equation (7) by simulation.



