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ABSTRACT
Die stacking is a promising new technology that enables integration
of devices in the third dimension. It allows the stacking of multiple
active layers directly on top of one another with short, dense die-to-
die vias providing communication. Previous work has shown signif-
icant benefits at all design targets, from stacking memory on logic
to partitioning individual architectural units across multiple layers.
Many high-speed processor units—ALUs, register files, caches, and
instruction schedulers—have all been designed in 3D, achieving sig-
nificant, simultaneous power savings and performance boosts. Other
work has looked at the implementation of network-on-chip in a die
stack but restricted the focus to planar designs of the various unit
(processors, routers, etc.). This work follows up on these two re-
search areas to explore the 3D design of router components, specifi-
cally the crossbar. We examine the implementation of a crossbar and
two multistage interconnect networks to determine the potential ben-
efits of 3D implementations. Compared to equivalent planar designs,
we achieve a maximum delay reduction of 26% and maximum power
savings of 24%.

Keywords
3D Integration, Die-Stacking, NoC, Crossbar Design, MIN Design

1. INTRODUCTION
In a continuing effort to keep up with the relentless march of Moore’s

law, processor designers keep pushing the limits of technology fur-
ther and further. Unfortunately, each push inevitably costs more than
the last—more money and more time. To make matters worse, the
returns from each push are steadily diminishing. Each new tech-
nology generation consumes more power, becomes less reliable, and
fails to achieve an ideal performance improvement. Consequently, re-
searchers continue to seek out innovative new technologies orthogo-
nal to technology shrinks. 3D integration—also known asdie stacking—
is a very promising technology that enables IC design in the third di-
mension, making an entire system on a single die possible and contin-
uing the scaling trajectory predicted by Moore’s Law for a few more
generations [5].

For 3D-integrated microprocessors, prior research thrusts proposed
and studied several methods for partitioning their functions [3, 4, 8,
15, 16, 18, 19, 12]. These partitioning schemes range from simple
die-stacking of memory chips on a processor to partitioning microar-
chitectural blocks or even a single functional unit (e.g. an adder)
across different die layers. In this paper, we extend this body of work
by focusing on the design of routers using 3D technology. Specifi-
cally, we take a look at potential implementations of crossbars in 3D
and report on their respective power and performance benefits.
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Figure 1: Three die stacks, each comprised of two layers using
three possible bond styles: (a) face-to-face, (b) face-to-back, and
(c) back-to-back

The rest of this paper is organized as follows. Section 2 gives an
overview of 3D integration and the range of potential applications.
Section 3 will look at various planar implementations of crossbars.
Section 4 will present the redesigned 3D versions of these crossbars.
Section 5 presents our experimental setup and results. Section 6 con-
cludes the paper with a summary and discussion of results.

2. OVERVIEW OF 3D-IC TECHNOLOGY
3D integration is an emerging technology that allows semiconduc-

tor die to be bonded together to form a tightly integrated stack. Open-
ing design to the third dimension provides several advantages. First,
it enables the integration of heterogeneous components such as logic
and DRAM memory [3] or analog and digital circuits [2]. Secondly,
it increases routability [14]. Last but not least, it can substantially
reduce wire length, which contributes both to long communication
latency and to high power consumption. Recent work in this field has
already demonstrated significant improvements in both performance
and power consumption [17] and lead to other interesting applica-
tions, such as online profiling [10], flexible snap-on accelerator [23],
network-in-memory [8], and programmable test [9]. Even greater re-
turns are expected as researchers further explore the opportunities af-
forded.

2.1 3D Die Bonding
Figure 1 shows simple two-layer die stacks. The two die commu-

nicate through an array of die-to-die (d2d) vias, which come in two



flavors: faceside and backside. Faceside vias are manufactured ontop
of the metal layers with size and pitch on the order of a few hundred
nanometers [21]. Backside vias—also calledThrough Silicon Vias
(TSVs)—are etched through the active and bulk silicon with size and
pitch on the order of microns. Exposing backside vias requires that
the die be thinned from several hundred microns to only a few tens of
microns. With these vias exposed, the die can be bonded to the other
die in the stack [13]. There are three possible types of bonding: face-
to-face (Figure 1(a)), face-to-back (Figure 1(b)), and back-to-back
(Figure 1(c)). Face-to-face is the superior interface because it pro-
vides a significantly higher via density. However, back-to-back and
face-to-back interfaces are required to stack beyond two die layers.

Utilizing these different interface options, designers continue to
push further into the third dimension. Some embedded applications
already utilize a die-stack with eight layers [20]. Given the disparity
between faceside and backside via densities, face-to-face bonds are
more appropriate for small granularity partitions while back-to-back
bonds are better suited to coarse-grained partitions. When the stack is
complete, the requisite C4 solder bumps can be placed on the TSVs
of a backside layer (as shown in Figure 1) or on the top metal layer of
a faceside layer (just as in planar designs).

2.2 3D Partitioning Granularity
3D die stacking technology may be used to partition a design at

three general levels of granularity. The coarsest level is the technol-
ogy level. Disparate technologies like high-speed CMOS and high-
density DRAM both have their own dedicated and highly-optimized
manufacturing processes. Many problems arise when attempting to
integrate such technologies onto a single die, requiring sophisticated
manufacturing tricks to achieve economically viable integration qual-
ity [11]. Die stacking allows each technology to be manufactured on
its own layer in its own process. After each layer is manufactured, a
separate integration process bonds these layers together. The result
is the best of both worlds: each layer is manufactured at the highest
possible quality level and, simultaneously, the two technologies are
tightly integrated. This improves both the performance of the system
and the form factor.

The next finer level of partitioning is the architectural level. Unlike
technology partitioning, both layers are manufactured using the same
process. The goal of architectural partitioning is to spread the func-
tional blocks of a design such as a microprocessor across the avail-
able layers in such a way as to minimize the length of the interconnect
buses, while maintaining each functional block as a 2D module. By
reducing bus length, the resistance and capacitance on these buses are
reduced, consequently reducing power consumption and improving
performance. The architectural partitioning scheme makes much bet-
ter use of the large number of d2d vias available than the technology
partitioning.

The finest partitioning granularity is the circuit level. Here, the
transistors that make up a functional block may exist on different
layers. Circuit partitioning has its own levels of granularity. At
one extreme, blocks are simply split along logical boundaries into
sub-blocks (e.g. a design could place half the banks of a cache on
one layer and the other half on a different layer—so called bank-
stacking [8, 15]). At the other extreme, individual circuits are split
across the layers [17, 19, 12] (e.g. in a register file, read ports and
write ports may be spread across different layers, connected to the ac-
tual memory cell through d2d vias; this is known as port-splitting [17]).
This granularity best utilizes the available d2d vias and thus shows the
best power and performance improvements. Nonetheless, such pari-
tioning styles will make chip testing (e.g. isolating known good die)
a huge challenge [6, 7] .

Figure 2: A traditional 16-by-16 crossbar.

In
te

rc
on

ne
ct

 S
ta

ge
Figure 3: The general topology 16-by-16 MIN network.

3. NON-BLOCKING SWITCH DESIGN
Non-blocking switches are an essential component of any router.

One of the most popular of these is the crossbar. The crossbar’s high
degree of connectivity allows for a large number of simultaneous con-
nections to keep data moving through the network. Unfortunately,
this connectivity comes at a high cost. Crossbars utilize a large num-
ber of switches and a large number of wires, which translates into
high power consumption, large size, and low operational frequencies.

A traditional n-by-n crossbar is shown in Figure 2, a very simple
and clean design with short and easy wiring. The cost, however, is
in the exceptionally large number of switches required. Data must
traverse2n − 1 switches on the longest path to cross the crossbar, a
very long path indeed. Thus, designers have come up with alternative
circuits that can significantly reduce the number of switches required.

The key feature of the crossbar is that it is astrictly non-blocking
network; that is, any free input port can be connected to any free
output port without changing existing input/output pairs. However,
strickly non-blocking may be too cumbersome a design constraint.
Thus we also considermultistage interconnection networks (MINs),
specifically rearrangable MINs like the Benes network.[1] A rear-
rangeable network allows all possible connection pairs but may re-



Figure 4: A 16-by-16 perfect shuffle network.

Figure 5: A 16-by-16 butterfly network. Note the significant dif-
ference in wiring complexity, depending on the stage.

quire existing connections to change to accomodate new connections.
The general structure of a rearrangable MIN (hereafter referredonly
as a MIN) is shown in Figure 3. It is essentially a series of switch-
ing and interconnection stages. Ann-by-n MIN network will require
2 log

2
n − 1 switch stages (using 2-by-2 switches) and2 log

2
n − 2

shuffling stages. In the switching stages, the two inputs at each switch
can be passed directly to their respective outputs, or they can be
swapped to the opposite outputs. In each interconnetion stage, wires
are used to pass signals between different switches. A MIN network
is rearrangeable because it allows every input one unique path to any
port on the middle switch stage and one unique path from each mid-
dle switch stage port to each output. This results inn paths between
each input and output, which is sufficient for routing any and all non-
interfering connection patterns.

The trick to MIN design lays in the interconnect. These stages must
be designed in such a way as to allow any input to reach every switch
in the middle stage. There are plenty of permutation algorithms that
accomplish this. We have selected two representative algorithms for
3D implementation. The first is the perfect shuffle, shown in Figure 4.
In the perfect shuffle, the firstn

2
ports are interleaved with the second

n

2
ports, as if a deck ofn cards were perfectly shuffled. This shuffle

is uniform, meaning each wiring stage looks identical to every other.
This means equal delay and equal wiring complexity, which may be
desirable.

The other design is the butterfly network, shown in Figure 5. A
butterfly network acts similarly to a barrel shifter in an ALU unit, al-
lowing data to change from source address to destination address by
one, then by two, by four, and so on up ton

2
. This interconnect is

non-uniform, which means the delay and wiring complexity changes
from stage to stage. Note that routing on the most significant bit (left-
most and rightmost stages) involves significant wiring, which equals
significant power and delay. Routing on the least significant bit (in-
nermost stages), on the other hand, is simple and quick. Ideally, we
would like to avoid the cost of the MSB interconnect and utilize more
LSB-like wiring, though there is no way to accomplish this in a planar
design.

(a)

(b)

Figure 6: Two 3D implementations of a 3D crossbar. (a) shows a
row-split (i.e., the row is folded in two, placing half the columns on
the top layer) 3D crossbar. (b) shows the opposite fold, a column-
split 3D crossbar. Multiplexers (shown in green) have been added
to shorten the critical paths.

4. 3D NON-BLOCKING SWITCHES
The goal of a 3D implementation is to reduce as much as possible

the length of the critical path through the circuit. There is a great
variety of ways to create a 3D implementation. The simplest is to
fold the circuit in half. Unfortunately, this reduces only the footprint,
not the wiring or area consumed. It is much better to attempt to cut
internal wires and bring the actual transistors closer together.

A crossbar, unfortunately, has little wiring to target for cutting.
However, it does have an extremely long critical path (from the bottom-
most input to the right-most output as shown in Figure 2). Thus, we
choose to fold the crossbar and then add extra switches in order to re-
duce the critical path. Figure 6 shows two 3D crossbars, each folded
along a different axis. Multiplexers have been added to cut the crit-
ical path in half in one dimension. Thus, in both cases, the critical
path is three-quarters as long as in the planar design, plus the delay of
one multiplexer. This design can be extended to four layers by simply
combining these two splits.

Unlike the crossbar, the perfect shuffle, has plenty of wiring we can
reduce. A careful examination of the wiring stages reveals a pattern
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Figure 7: A 16-by-16 bit-partitioned 3D perfect shuffle network.
The dots represent via connections. The numbers represent the
three most significant bits of the port addresses feeding that
switch, i.e. switch 0 receives ports 0 (0000) and 1 (0001).
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Figure 8: A 16-by-16 bit-partitioned 3D butterfly network. The
dots represent via connections. The numbers represent the three
most significant bits of the port addresses feeding that switch, i.e.
switch 0 receives ports 0 (0000) and 1 (0001).

we can exploit. The longest paths are represented by switchfour
in a given stage communicating with switcheszero and one in
the next stage. Similarly, switchthree communicates withsix
and seven. So switcheszero and four share destinations, as
do switchesthree andseven. Thus, for the 3D implementation,
we split the crossbar in half and slide the bottom half under the top
half, as shown in Figure 7. This stackszero on top offour and
three on top ofseven, greatly reducing the longest stage wires.
Wiring from stagestwo andfive are also reduced. Most impor-
tantly, though, the wiring complexity (i.e. the number of crossing
wires) has been reduced from seven to three.

The butterfly network, on the other hand, has a disproportionately
large wiring cost in the two outermost stages. One potential design
approach would be to directly target these stages for 3D design. How-
ever, this is not the most effective solution because we would be limit-
ing the potential benefit to only those stages. Instead, we shrink these
stages indirectly by targeting the innermost stages (Figure 8), which
benefits nearly every stage. We apply the bit-partitioning method,
first described in [15], to the innermost stages. Basically, by placing
vias in these two stages and moving every other switch to the second
layer, we have moved every other connection in all other stages to the
second layer as well. This cuts the wiring density of each wiring stage
in half as well, greatly reducing the wiring length, and thus power and
delay, required at each stage. This is a significant improvement over
the planar case.

Additionally, this design scales well to more layers. At two layers,
as shown in Figure 5, we partition only the two innermost stages.
With four layers, we can partition the next two innermost layers. With
eight, the next two, and so on and so on. With each doubling in
die count, the wiring complexity at the outer stages is cut in half.
Simultaneously however, the complexity of the via network in the
middle grows. Therefore, there is a trade-off point where more layers
begin to hinder the design. This point, however, will depend on the
size of the switch being implemented, and thus will differ from design
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Figure 9: The schematic of a one bit switch.

Figure 10: The layout of a one bit switch.

to design.

5. EXPERIMENTS
For our experiments, we perform circuit-level HSPICE simulations

of the critical path assuming the worst-case switching. The simula-
tions are based on 130nm level 49 transistor models and 130nm wire
parameters published from Intel [22]. We estimate the size of vias at
10µm ∗ 1.7µm ∗ 1.7µm based on 3D die-stacking technology devel-
oped at Tezzaron [21]. The switches are all one-bit wide (as shown
in Figure 9). To properly estimate the switch size, the switch was laid
out in 130nm SCMOS technology (Figure 10). A stick diagram was
extracted from this layout, and then the stick diagram was scaled to
Intel’s 130nm technology rules.

The switch shown in Figure 10 is slightly overdesigned. First, B,
the second input, has wiring tracks available for both bottom and left
connections, and Y, the second output, has similarly available tracks
for both top and right connections. This is to accomodate both the
crossbars (using the bottom and top connections) and the MINs (using
the left and right connections). In a real implemention, only one pair
of connections would be made; both are included here to show either
configuration is possible without significant changes to the switch de-
sign. In the experiments, we assume only the minimum wiring re-
quired for the given crossbar type. Second, while MINs require a full
two-by-two switch to function, crossbars do not. However, to keep
the experiments simple, we used the full switch in the crossbars as
well. This will increase area, delay, and power compared to a more
optimized design, but it should not significantly affect the relative ad-
vantages of 3D design.



Design Area (µm
2) Delay (ns) Energy (pJ)

Planar Crossbar 3772 2.882 0.347
Planar Perfect Shuffle 1363 0.739 0.162

Planar Butterfly Network 1139 0.734 0.090

3D Row-split Crossbar 3823 2.202 0.277
3D Column-split Crossbar 3841 2.131 0.263

3D Perfect Shuffle 1161 0.688 0.146
3D Butterfly Network 1004 0.675 0.082

Table 1: Reported area is for the entire design—bottom-layer
area plus top-layer area for 3D designs. Delay and power are
reported for the critical path through each design.
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Figure 11: Area, delay, and power results for the 3D crossbar
designs, each normalized to its equivalent planar design.

Results for area, delay, and power are given in Table 1. For 3D
designs, the reported area is the sum of the area used in the bottom
layer and the area used in the top layer. Because of this, both the row-
split and column-split 3D crossbars are slightly larger than the planar
crossbar, thanks to the additional multiplexers. The footprint of each
3D design is half of the reported area.

For comparison, results for the 3D designs are shown in Figure 11.
The results for each design have been normalized to the equivalent
planar design. There are a couple key points to note. First, while both
3D true crossbars have slightly higher area than the planar version,
both are significantly faster (24% for row-split and 26% for column-
split) and, simultaneously, less power-hungry (20% and 24% respec-
tively). The slight difference between the two designs is due to the
fact that the switches are not square, and thus the cost of a horizontal
connection is different from the cost of a vertical connection.

Second, the MIN designs show improvement in every metric. This
showcases the power of 3D design to untangle large interconnects and
really shorten costly wiring. Note that, though the butterfly network
uses many fewer TSVs than the perfect shuffle, it achieves similar
improvements over its planar equivalent. This demonstrates the im-
portance of strategic TSV placement; depending on the circuit, a few
well-placed TSVs can be just as effective as many.

6. CONCLUSION
Previous work has explored the design of 3D functional units in

processor cores design. We have taken these design techniques and
applied them to another critical, high-speed component: the crossbar
unit of a router. Our results suggest two different routes for future
crossbar design. For small-scale networks (i.e. networks-on-chip),
true 3D crossbars are great options because they can reduce power
and delay even at very small unit sizes. For large-scale networks (i.e.
rack-based) where a router may be an entire chip and crossbars are
impractical, a MIN is the better choice, and 3D implementations of
these crossbars show promise for significantly reducing power con-

sumption and delay. Iin each direction networking is moving, 3D can
help.
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