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Abstract—This paper describes the architecture, design, analysis, and simulation and measurement results of the 3D-MAPS (3D
massively parallel processor with stacked memory) chip built with a 1.5 V, 130 nm process technology and a two-tier 3D stacking
technology using 1.2 μ -diameter, 6 μ -height through-silicon vias (TSVs) and μ -diameter face-to-face bond pads. 3D-MAPS
consists of a core tier containing 64 cores and a memory tier containing 64 memory blocks. Each core communicates with its dedicated
4KB SRAM block using face-to-face bond pads, which provide negligible data transfer delay between the core and thememory tiers. The
maximum operating frequency is 277 MHz and the maximummemory bandwidth is 70.9 GB/s at 277 MHz. The peak measured memory
bandwidth usage is 63.8 GB/s and the peak measured power is approximately 4 W based on eight parallel benchmarks.

Index Terms—3D Multiprocessor-memory stacked systems, 3D integrated circuits, Computer-aided design, RTL implementation
and simulation

1 INTRODUCTION

THREE-DIMENSIONAL integrated circuits (3D ICs) are ex-
pected to provide numerous benefits. If a traditional

two-dimensional (2D) IC is redesigned in multiple tiers verti-
cally stacked in a 3D IC, the footprint area of the 3D IC reduces
significantly. Because of this smaller form factor achieved by
3D stacking and 3D interconnections enabled by through-
silicon vias (TSVs) and/or face-to-face (F2F) bond pads, 3D
ICs have shorter wirelength than 2D ICs. Since the shorter
interconnections improve the performance of the chip and
reduce dynamic power consumption, 3D ICs have better
performance and/or lower power consumption than 2D ICs.
In addition, if the area of a 2D IC is very large, fabrication cost
of its 3D implementation could be lower than that of the 2D IC
[1], [2]. 3D ICsalso enable heterogeneous integrationbywhich

circuit components built with different technologies can be
integrated into a single 3D chip [3], [4].

As redesigning a single chip in multiple tiers provides
manybenefits listed above, stackingmultiple chips,which are
otherwise mounted and interconnected on a printed circuit
board (PCB), in a 3D ICand connecting themusingTSVsorF2F
bond pads also provides the same kinds of benefits [5]–[9].
In particular, stacking multiple chips removes the limitation
on the communication bandwidth among the chips, thereby
enabling extremely high inter-chip (inter-tier) communication
bandwidth. In addition, inter-chip signal transfer delay
through TSVs or F2F bond pads is much shorter than that
through PCB interconnects. Therefore, stacking multiple
chips can resolve the memory bottleneck issue existing in the
computer systems.

Although 3D ICs are expected to provide very high inter-
tier communication bandwidth, the development and imple-
mentation of the architectures and applications that can fully
exploit the wide bandwidth is still under research. An appli-
cation expected to fully use the wide bandwidth is so called
wide-I/O memory [10]. The communication bandwidth be-
tween aprocessor chip and amemory chip on aPCB is usually
limited by themaximumnumber of the pins of the chips. If the
processor and memory chips are stacked and connected
through TSVs or F2F bond pads, however, the memory
bandwidth can be increased and the memory access delay
can be decreased dramatically. Since more and more applica-
tions such as image/video processing and large database
management are demanding wider memory bandwidth,
wide-I/Omemory can fulfill thememory bandwidth require-
ment [5], [11]–[13].

In this paper, we present the architecture, design and
analysis methodologies, and measurement results of our
3D-MAPS (3D massively parallel processor with stacked
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memory) chip, a fully-functioning multi-core processor with
stackedmemory, to demonstrate how core-memory 3D stack-
ing can exploit very wide memory bandwidth in reality.
3D-MAPS is built with GlobalFoundries 130 nm process
technology and Tezzaron two-tier 3D stacking technology
that provides μ -diameter, μ -height TSVs for chip-to-
package connections and μ -diameter face-to-face bond
pads for inter-tier electrical connections. 3D-MAPS consists of
two tiers, one (core tier) for processors and the other (memory
tier) for memory. The core tier contains 64 cores in array
and thememory tier (256KBSRAM) contains 64 4KBmemory
tiles in the same array, each of which is dedicated to its
corresponding core at the samex- andy- location. Thenumber
of inter-tier connections for core-memory communication is
7,424, which is much greater than that of the wide-I/O single
data rate standard (less than 800 connections) [10]. The mem-
ory operates at the same clock frequency (277 MHz) as the
processors.Wedesign the processor in such away thatwe can
run memory read/write operations every clock cycle to fully
exploit the wide memory bandwidth. We also execute eight
parallel benchmark applications to fully utilize the 64 cores
and benefit from 3D stacking.

The contributions of this work are as follows: (1) This is the
first work that presents a fully-functioning, general purpose,
many-core 3D IC processor. This work presents measured
memory bandwidth and power data based on fully verified
parallel benchmark programs. (2) This work demonstrates
howtoexploit andextend thearchitectural featuresof a simple
2D processor to best exploit the highly parallel, single-cycle
memory latencymadepossible in 3Dstacked IC. (3) Thiswork
presents detailed descriptions on our design, analysis, and
validation flows and techniques used to design 3D-MAPS.
Since commercial or academic tools natively supporting 3D IC
designandanalysisdonotexist,wedemonstratehowtoutilize
andextendthefeaturesofthecommercial toolsdesignedfor2D
ICs to handle tape-out quality of 3D IC designs.

This paper is organized as follows. We present the archi-
tecture design of 3D-MAPS in Section 2 and the 3D bonding
and fabrication technologies used to manufacture 3D-MAPS
in Section 3. In Section 4, we demonstrate the physical design

flow and methodology used to design 3D-MAPS. Section 5
describes the benchmarks used to evaluate 3D-MAPS. We
present the analysis methodologies and tools used to analyze
3D-MAPS in Section 6 and the package and board design in
Section 7. In Section 8, we present measurement results. We
perform a cost analysis for 3D-MAPS and discuss the appli-
cability of our design methodology in Section 9, and summa-
rize this paper in Section 10.

2 ARCHITECTURE

In this section, we present the instruction set architecture, the
single- and multi-core architectures, and the organization of
thememory tier of 3D-MAPS. Fig. 1 shows an overview of the
3D-MAPS architecture.

2.1 Single-Core Architecture
Thesingle-corearchitectureandtheinstructionsetarchitecture
(ISA)of3D-MAPSare similar to thoseof theMIPSarchitecture,
butwemodify it to satisfy the systemspecificationsandenable
full utilizationof thewidememorybandwidth.Themost strict
design specification was the area of a single core ( μ by

μ ).1 Therefore, we explored various design options such
as pipeline depth, registerfile size, issuewidth, and arithmetic
functions to support, and simplified the single core architec-
ture and the ISA by excluding the components requiring large
silicon area such as complex decoders, dynamic instruction
schedulers, reorder buffers, branch predictors, floating-point
units, and integer dividers.

Fig. 2 shows a simplified datapath of a single core of
3D-MAPS. Word size is 32-bit and pipeline depth is five. A
single core has a 64-bit (two 32-bit instructions) 1.5KB instruc-
tionmemory, a 32-bit 4 KB datamemory (in thememory tier),
and a 32-bit dual-pump register file having 32 registers,
three input (write) ports, and four output (read) ports. It also
has a general-purpose ALU, a 16-bit multiplier, and four

Fig. 1. 3D-MAPS architecture.

1. The footprint area given to us from 2009 DARPA/Tezzaron 3D IC
multi-project wafer run is . The layout area excluding I/O
area is almost , so themaximumwidth of a single core is
about 560um.
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(north/south/east/west) core-to-core communication ports,
each of which has 33 input and 33 output bits (32-bit data and
1-bit control). Inter-core communication occurs in the third
pipeline stage.

Issue width is two, so each 64-bit instruction bundle con-
sists of two 32-bit instructions.We reserve one execution path
for each operation type (memory/non-memory) so that each
single core can access the memory every clock cycle, which
maximizes the utilization of the wide memory bandwidth.
However, our ISA also runs certain commonly-used non-
memory instructions in the memory pipeline when the mem-
ory instruction is absent. In addition, the ISA also supports
auto-increment to further increase memory bandwidth utili-
zation by improving the ratio between the memory instruc-
tion and the non-memory instruction counts.

Since supporting out-of-order executions requires more
complex logic, which occupies too large area to contain in the
single core layout, we do not support them. Instead, we
implement out-of-order executions at the software level by
optimizing the instructions of the benchmarks. However, this
is essentially very similar to running out-of-order executions
using hardware supporting out-of-order executions (see
Section 9 for more discussions).

2.2 Multi-Core Architecture
In order to reduce routing complexity, simplify themulti-core
network, and minimize power consumed in the inter-core
interconnections, we employ a point-to-point 2D mesh net-
work controlled by explicit communication and synchroniza-
tion instructions in the 3D-MAPS multi-core architecture. In
particular, we choose the 2D mesh network instead of other
alternatives such as the 2D folded torus network for the
following reasons. Two of the most important design speci-
fications in the design of 3D-MAPS are containing 64 cores
and supporting the 3D-MAPS ISA. The width (or the height)
of the layout of an optimized single core supporting this ISA is

μ , so the width of each routing channel between two
adjacent rows of cores is approximately μ . However, this

channel is too narrow to provide sufficient routing resources
for power/ground, clock, control signals, and additional 66
wires for core-to-core communication between the leftmost
and the rightmost cores. Therefore, we choose the 2D mesh
network for our multi-core architecture. To support our 2D
mesh network topology, each core has buffers for sending (or
receiving) data to (or from) its north, south, east, and west
neighbors. To synchronize cores, we use an H-tree-shaped
global barrier instruction.

As the core tier has 64 cores in array, the memory tier
alsohas 64memory tiles in the same array. Eachmemory
tile is dedicated to its corresponding core placed at the same
x- and y- location and communicates with it through 116 F2F
bond pads. A memory tile consists of four banks placed in

array and each bank is an 8-bit 1 KB SRAM block. By
controlling each bank separately, 3D-MAPS executes byte
operations efficiently. Fig. 5 shows a single memory tile and
the 116 F2F bond pads (represented by small dots) placed in
the middle of the tile.

3 TSV AND STACKING TECHNOLOGY

Table 1 shows the details of the 3D technology used to build
3D-MAPS. The device technology is based on 1P6M 130 nm
process provided by Global Foundries. The supply voltage is
1.5 V. Tezzaron 3D technology stacks two dies using face-to-
face (F2F) bonding. The thickness of the bottom die is μ ,
but that of the top die is μ ( μ for the metal layers and
μ for the silicon substrate) due to thinning after bonding as

illustrated in Fig. 3.2 TSV resistance ( ) is almost negli-
gible, but TSV capacitance ( ) is not.

Fig. 2. Details of the single core architecture of 3D-MAPS.

2. This specific vertical stack-up was the choice made by Tezzaron,
our chip manufacturer, and Amkor, our package manufacturer to opti-
mize yield and reliability. We note that several other stacking and
packaging options are possible. For example, the entire chip structure
can be flipped and attached to the package using C4 bumps. However,
this may complicate thermal issues in the logic tier. In addition, this
manufacturing option was not available.

114 IEEE TRANSACTIONS ON COMPUTERS, VOL. 64, NO. 1, JANUARY 2015



Via-first TSVs are inserted into the thin die. TSVdiameter is
μ , and the height is μ . The minimum Metal 1 TSV

landing pad width is μ . The minimum keep-out zone
spacing that refers to the distance between the vertical surface
of a TSV and a device is set to μ . The minimum TSV-to-
TSV pitch is μ . The backside of the bottom ( ) die is
not used at all (it is attached to a dummy silicon substrate for
packaging as illustrated in Fig. 3. The backside of the top die is
used forwire bonding.Most of theTSVs in the topdie are used
for I/O, while others are used for dummy TSVs to satisfy the
minimum TSV density rule.

Tezzaron provides F2F bond pads for the die-to-die com-
munication. TheMetal 6 layer is dedicated to F2F connections,
so the actual number of metal layers that can be used for
routing is five. Thewidth of a F2F bond pad is μ , and the
pitch between two adjacent F2F bond pads is μ . The
resistance and capacitance of a F2F bond pad are negligible.
The location of all F2F bond pads is aligned to a grid structure
with μ pitch, and approximately one million ( by
1,000 grid) F2F bond pad locations are available between the
two dies. This allows very high degree of freedom in choosing
F2F bond pads for signal and P/G routing.

4 PHYSICAL DESIGN OF 3D-MAPS
4.1 Overview of 3D-MAPS Layout
The die footprint is and the area of a single core
is . The core-to-core spacing is μ . Between
a core and its memory tile, we have 668 F2F connections for
power and ground (P/G). Therefore, the total number of F2F
bond pads used for power delivery is 42,752 ( ).
Since the resistivity of a single F2F bond pad is approximately

, ignoring the contact resistance, the resistance through
P/GF2F bondpads is almost negligible.We also have 116 F2F
connections for signal between a core and its memory tile that
include 32-bit data in/out, memory address, clock, and con-
trol signals. Therefore, the total number of F2F bond pads
used for signal is 7,424 ( ). The longest path delay in
the design is 3.61 ns at 1.5 V, which gives the maximum
frequency of 277MHz. 3D-MAPS contains about 50,000 TSVs
and 50,000 F2F bond pads.

4.2 Single Core and Memory Tile Design
Fig. 4 shows our single core andmemory tile designflow.Our
3D-MAPS design flow uses commercial tools from Cadence,
Synopsys, and Mentor Graphics with our in-house tools to
handle TSVs and 3D stacking. With the initial design con-
straints, the entire 3D netlist is synthesized by Design Com-
piler. The layout of each die is designed separately in SoC
Encounter. The power distribution network is designed by
our in-house tools. In addition, all the signal F2F pins are
placed by our in-house tool, with proper alignments to the
grid structure of Metal 6 bond pads. Clock tree synthesis is
performed with proper boundary conditions at the clock F2F
pins to the memory tier, followed by signal routing.

Fig. 5 shows the single core and singlememory tile layouts.
Each F2F bond pad in the single core layout is alignedwith its
corresponding F2F bond pad in the memory tile layout.
A single core has 116 F2F signal and clock connections to its
memory tile. The 116 core-to-memory connections consist of
32 data-out bits (from the core to its memory), 32 data-in bits
(from the memory to the core), 40 address bits (10 bits per
memory bank), eight control bits (two bits permemory bank),
and four clock bits (one per memory bank). In the single core
design, therefore, a primary 3D specific design task is con-
structing 3D routing topologies for the 116 signal and clock
core-to-memory connections. The F2F bond pads located on

Fig. 3. 3D stacking, TSVs, face-to-face bond pads, and chip-to-package
connections.

Fig. 4. 3D-MAPS physical design flow.

TABLE 1
Technology Specifications for 3D-MAPS
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Metal 6 are aligned to a μ pitch grid. Fig. 6 shows used and
unused F2F bond pads.

To fully utilize existing commercial design tools, we pre-
place F2Fbondpads for all the core-to-memory connections as
close to the pin locations of the memory blocks as possible.
Placing F2F bond pads in this fashion enables us to resolve
various design issues such as skew minimization in the 3D
clock tree and timing optimization of 3D signal paths. For
example, the longest wirelength between a F2F bond pad pin
and its correspondingpin in thememory tier is approximately

μ , so the delay between the two pins is negligible.
Therefore, we can perform clock skew minimization and
timing optimization in the core tier only.

The next steps are similar to the traditional ICdesignflows:
power/ground network design, placement, pre-clock tree
synthesis (CTS) optimization, CTS, post-CTS optimization,
routing, and post-routing optimization. For CTS, the F2F
bond pad pins are defined as clock sinks. We also insert
dummy TSVs in the single core design before standard cell
placement to satisfy the TSV density design rule. Power
delivery to the memory tier is done using P/G F2F bond
pads placed on the top and bottom of each core as shown
in Fig. 5.

4.3 Top-Level Design and Power Delivery Network
Fig. 7 shows the layout of the entire core and memory tiers.
The design procedure for the core and memory tiers is
straightforward. We first place I/O cells on the periphery of
the core tier. In each I/O cell, we insert 204 redundant TSVs as
shown in Fig. 8. This number is not chosen based on the
current requirement, but mainly based on the area available.
Next, all 64 cores and 64memory tiles form array in each
tier. Since the F2F bond pad grid is pre-fixed, we shift each
core and memory tile to align the F2F bond pads to the grid
structure in Metal 6 layer.

The P/G ring in each core are connected with additional
P/G wires that run in between the cores. These wires are
connected to the P/G I/O cells. Clock routing is done at the
full-chip level to connect the clock driver in the clock I/O cell
to the clock entry point in each core with minimum skew.

5 BENCHMARKS

Todemonstrate exploiting verywidememorybandwidth,we
select eight memory-intensive benchmarks and parallelize
them to assign evenly-distributed tasks to the 64 cores.
Common methodologies in the selection, parallelization, and
optimization of the benchmarks are as follows: 1)Core-to-core
communication does not occur too often because it lowers the
memory access frequency; 2) Boundary checking in the bench-
marks is not complex; 3) Given data sets fit into the core
array. The eight benchmarks are as follows:

AES Encryption: The input text is equally distributed to
the 64 cores. Since the computation of the AES kernel
occurs locally in each data block, this benchmark does not
include core-to-core communication.
Edge detection: The test image is split into an array
and assigned to the 64 cores. We use sobel operator for
edge detection and avoid boundary processing problems
by assigning to each core an image tile slightly larger than
the original image tile.
Histogram: We parallelize this benchmark by distribut-
ing the input data evenly to the 64 cores and accumulate

Fig. 5. Single core andmemory tile layouts. Red squares in the middle are signal F2F bond pads, and the red/green squares on the top and the bottom
are power/ground F2F bond pads.

Fig. 6. Usedand unusedF2Fbond pads. The pitch between two adjacent
F2F bond pads is μ .
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locally-computed histogram results across the cores to
generate final results.
K-means clustering: We use the algorithm presented in
[14] to parallelize this benchmark. In particular, we cal-
culate in parallel the distance between eachdata node and
the center of the group to which the data node belongs.
Then, we reassign each node to the group closest to it and
go back to the distance computation step. We repeat the
process until every node converges.
Matrix multiplication: We use Cannon’s algorithm [15]
for distributedmatrix multiplication. Each core works on
a single element of the two sourcematrices at a time.After
each element-wisemultiplication, thematrix elements are
systematically rotated among the neighboring cores so
that every core receives a fresh pair of elements after each
rotation. The final product is computed after a series of
row-wise and column-wise rotations.
Median filter: We apply filter operations similar to
[16] across a two-dimensional image. Each core processes
a part of an input image split and assigned to it.
Motion estimation:We use macro blocks andfind
amotion vector minimizing the difference by shifting the

macro blocks in a 2D image space. We parallelize this
benchmark in a similar way to Median filter.
String search: Input text is equally distributed to the 64
cores. Each core performs a search on the corresponding
segment of the data. Upon completion of the local search,
neighboring cores share their data to search the pattern in
the overlapped region of the input text.

6 ANALYSIS OF 3D-MAPS
In this section, we describe our strategy to extend existing
commercial tools to analyze 3D-MAPS.3

6.1 Timing and Signal Integrity Analysis
Fig. 9 shows our flow for 3D static timing and signal integrity
(SI) analysis. 3D SI-aware timing and SI analysis requires a
netlist anda standardparasitic exchange format (SPEF)file for
each tier. Therefore, we obtain the verilog netlists of the core
and the memory tiers from Encounter and SPEF files of the
tiers using QRC Extraction. We also create top-level netlist
and SPEF files. The top-level netlist has two modules, one for
the core tier and the other for the memory tier. We represent
the face-to-face connections between the two tiers as wires
connecting the two modules, and the TSVs between the core
tier and the back side metal landing pads as wires connecting
the core-tier module and the primary I/Os. The top-level
SPEF file contains TSVs represented by the PI-model.We feed
all thefiles to PrimeTime to perform SI-aware timing analysis.
Similarly, we feed the samefiles to Cadence CeltIC to perform
SI analysis.

Table 2 shows the timing-critical path of our single core,
based on our 3D static timing analysis (STA) engine described
above. The path is from a F/F of pipeline stage 2-3, through a
MUX and an adder, to a F/F of pipeline stage 3-4. In the slack
calculation, the STAengine uses clock arrival time at the begin

Fig. 7. Core die ( ) and memory die ( ) layouts.

Fig. 8. Redundant TSVs inserted in an I/O pad.

3. We do not perform on-chip thermal analysis mainly because our
processor is low power and consumes up to 4 W as shown in Section 8.
Our package-level solutions are enough to keep the processor low
temperature using a simple air-cooled heatsink as shown in Fig. 14.
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point (1.270 ns) and the end point (0.802 ns) of the path. The
path delay is 2.625 ns, excluding the setup time of the end
point F/F. The maximum crosstalk noise value on the worst
net is 674mV,which is smaller than the noise limit of 750mV.

In Tezzaron process technology, two tiers are bonded by
face-to-face connections, so tier-to-tier capacitive coupling
exists at the bonding interface. Therefore, capacitance extrac-
tion tools should consider the top metal layers in both tiers.
However, we extract parasitic RC in each tier separately and
ignore the tier-to-tier capacitive coupling. The main reason is
that currently there is no commercial tool that can handle the
extraction of this kind of parasitics. However, this is accept-
able because we do not use Metal 5 in the memory tier, so the
distance between the top surface of the Metal 5 layer in the
core tier and that of the Metal 4 layer in the memory tier is
approximately ten times greater than the distance between
two adjacent metal layers.

6.2 Power and Power Supply Noise Analysis
Fig. 10 shows our 3D power analysis flow. We conduct 3D
power consumption analysis as follows. We prepare netlists
and standarddelay format (SDF)files for both the core and the

memory tiers. We also prepare bitstreams for each bench-
mark. With all these files, we runModelSim to obtain switch-
ing activities of gates and nets. Finally, we perform power
simulation using SoC Encounter with the netlist, SPEF, and
switching activity files.

Fig. 11 shows our 3D IR-drop analysis flow. We perform
3D power noise analysis using Cadence VoltageStorm. The
stand-aloneVoltageStorm takes in aDEFfile, technologyfiles,
andpower dissipationfiles to generate both peak and average
power noise values. For our 3D-MAPS design, we perform
true 3D power noise analysis with VoltageStorm as follows.
We create a 3D interconnect technology file (ICT) containing
all the layers in the top and the bottom tiers and compile it
using Cadence Techgen. We also construct a new LEF file
containing instances specific to each tier. Then, we construct a
new DEF file containing both the top and the bottom tiers
using the new LEF file. Finally, we obtain 3D power noise
values using VoltageStorm with the new technology, LEF,
and DEF files as well as the power dissipation file obtained
from our 3D power analysis.

Fig. 12 shows our 3D IR-drop analysis results, where we
show the IR-dropmap of a single core. Themaximum IRdrop
occurs in the clock buffers, and the level is 60 mV. We also
performed the full 64-core IR-drop analysis. The cores in the

TABLE 2
The Critical Path in the Single Core. PS Denotes Pipeline Stage.

Net Delay Is Negligible

Fig. 10. Our 3D power analysis flow.

Fig. 11. Our 3D IR-drop analysis flow.

Fig. 12. IR-drop map of a single core. The maximum drop is 60 mV.

Fig. 9. Our 3D static timing and signal integrity analysis flow.
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middle of the layout experience the worst IR-drop of 78 mV,
which is under the threshold of 150 mV.

6.3 DRC and LVS
Design rule checking (DRC) of 3D ICs consists of 2D and 3D
DRC. 3D design rules include the minimum spacing between
two adjacent TSVs, the minimum overlap between a TSV and
itsMetal 1 landing pad, theminimumTSV-to-device spacing,
and so on. Since no inter-tier design rules exist, we run 2D and
3D DRC for each tier separately.

On the other hand, we perform 3D layout-versus-schematic
(LVS) for both core and memory tiers simultaneously. Espe-
cially, the netlist extraction tool should be able to understand
multi-tier layouts. For 3D LVS, we assign a unique number to
each layer of the layouts. For example, we assign 32 and 42 to
the poly layer and the active layer in the core tier, respectively,
and 132 and 142 to the poly layer and the active layer in the
memory tier, respectively. We also modify the extraction rule
files to treat the same layers in the core tier and thememory tier
separately. For example, the extraction rule includes both “a
crossing of 32 and 42 forms a transistor” and “a crossing of 132
and 142 forms a transistor”. Once a netlist is extracted from the
given layouts, LVS is performed by a commercial LVS tool.

7 PACKAGE AND BOARD DESIGN

3D-MAPS is wire bonded to a four-layer, 0.8 mm-pitch land
grid array (LGA) package as shown in Fig. 13. The LGA
contains 324 land pads out of which 294 pads are used for
power and ground to supply high current demand ( )
and 30 pads are used for clock and signal. The package is
designed to accommodate high temperature ( from
our simulation) caused by high power density ( ).
A dummy silicon substrate is inserted between the memory
tier of 3D-MAPS and the package substrate to increase

thermal conductivity from 3D-MAPS to the package. In ad-
dition, the center region of the LGA is implemented as a single
large copper pad anddedicated to ground todecrease thermal
resistance from the ground plane to the outside.

To verify the functionality of 3D-MAPS, we design a four-
layer PCB test board having additional features. For example,
to vary the power supply voltage from 0.9 V to 1.9 V, we add
an additional power circuitry on the PCB. I/Os are connected
to an FPGA test board (Xilinx Vertex-6) for verification. The
average parasitic values of our signal package routes are

, , and . Fig. 13 shows the
bare die of 3D-MAPS and its package.

To load data, execute benchmarks, read final data out, and
verify the functionality of 3D-MAPS, we use scan chains and
the test structure presented in [17]. Fig. 14 shows testing
boards for 3D-MAPS. The scan cells are ordered into several
scan chains that can be bypassed at the chain and core
granularity. The scan chains are inserted and optimized using
Design Compiler. The test architecture is composed of four

Fig. 13. Package design for 3D-MAPS.

Fig. 14. Test board for 3D-MAPS.
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independent test sectors that enable coarse-grained fault
isolation; each sector can be tested and operated completely
independently, up to and including the scan-in and scan-out
package pins. A custom test controller is used to manage the
configuration, test, and operation of the chip. 3D-MAPS
contains 49,408 scan F/Fs (772 per core) and 16 chains (four
per sector). The test system serves as the only access mecha-
nism for this chip. An FPGA development kit serves as the
external test driver delivering the driving bit-streams, man-
aging the chip operation, and observing the results.

8 DIE SHOTS AND MEASUREMENT RESULTS

Fig. 15 showsdie photographs that contain logic blocks, TSVs,
I/Ocells, andF2Fbondpads. Fig. 16 shows thedetails of TSVs
and F2F bond pads between the two tiers. Fig. 17 shows an
SEM image of TSVs in an I/O cell, front-side and back-side
metal I/O pads, and P/G F2F bond pads.

Table 3 lists the peak memory bandwidth we measured in
gigabytes per second (GB/s), instructions per cycle (IPC) per
core, andmeasuredpower consumption of 3D-MAPS for each
benchmark. The maximum memory bandwidth that we
achieved is 63.8 GB/s (Median filter). The theoretical maxi-
mum memory bandwidth that 3D-MAPS can achieve is:

where 64 is the total number of cores, 4 theword size (4 bytes),
and 277MHz the operating frequency. Therefore, the median
filter benchmark uses up to 90% of the theoretical maximum
memory bandwidth, whereas the string search benchmark
uses 13%. The theoretical maximum memory bandwidth is
higher than that of modern processors (e.g., Intel Core i7)
whose maximum memory bandwidth is approximately
64 GB/s when DDR3-1333 memory is used. If we simply
scale the clock frequency of 3D-MAPS up to 1333 MHz, the

Fig. 15. Die photographs.

Fig. 16. SEM image of Tezzaron TSVs and face-to-face bond pads.
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maximum memory bandwidth becomes 341 GB/s, which is
much higher than the modern memory bandwidth.

We measure power consumption of 3D-MAPS using a
Watts-Up Pro power meter. The peak power consumption
ranges from 3.5 W to 4.0 W as listed in Table 3. Although the
median filter benchmark shows the highest memory band-
width usage, the AES encryption benchmark has the highest
peak power consumption because arithmetic and logic opera-
tions consumemore power thanmemory operations.We also
measure power consumption when the clock frequency and
the core rail voltage vary. Fig. 18 shows power consumption
of 3D-MAPS for the AES encryption benchmark when the
clock frequency varies from 50MHz to 277MHz (at 1.5 V) and
when the core rail voltage varies from 0.9 V to 1.9 V (at
250 MHz), respectively. The power consumption increases
almost linearly with the frequency while the stand-by power
is negligible. The core rail voltage vs. power graph also shows
that the power consumption is almost linearly dependent on
the supply voltage while the stand-by power consumption
increases slightly. The only exception is at 0.9Vwhere the chip
begins to suffer fromnear-threshold effects since the threshold
voltage of our 130 nm PMOS is approximately 0.85 V.

9 DISCUSSIONS

In this section, we present our analysis on the cost of 3D-
MAPS designed in 2D and 3D. We also discuss the applica-
bility of 3D-MAPS focusing on howwe can extend 3D-MAPS
when larger silicon area is given.

9.1 Cost Analysis
In this section, we estimate and compare the cost of 2D-MAPS
(2D version of 3D-MAPS) and 3D-MAPS chips using the cost
analysis models presented in [18]–[20]. In our cost analysis,
we assume that 2D-MAPS is laid out on a die
and each memory block is placed right beside its correspond-
ing core.4 We also assume that die-to-wafer bonding is used
and each die is tested before bonding, so only good dies are
stacked. Therefore, the yield of a 3D-MAPS chip consisting of
two dies is not but , where and

are the yield of a single die and the stacking yield,
respectively.

Based on the given design parameters and our assump-
tions in Table 4, the cost of a 2D-MAPS die
is $9.72 and that of a 3D-MAPS die is $4.50. The total cost for
building a 3D-MAPS chip is computed by summing the cost
for twodies ( ), theTSVmanufacturing cost for a logic
die ,5 and the bonding cost ( ). Assum-
ing 100% stacking yield and almost zero stacking cost [19], a
3D-MAPS chip costs $9.40 and a 2D-MAPS chip costs $9.72, so
a 3D-MAPS chip is cheaper than a 2D-MAPS chip by 3%. The
reason that a 3D-MAPS chip is cheaper than a 2D-MAPS chip
is becausedie yield is themost dominant factor for the cost of a
3D-MAPS chip.

If the defect density increases to 0.5, a 2D-MAPS chip and a
3D-MAPS chip cost $11.35 and $10.16, respectively, so the
price gap goes up because the die yield is the dominant factor
in the cost computation. On the other hand, if the TSV cost per
wafer increases to $400, a 3D-MAPS chip costs $9.80, which
becomes more expensive than a 2D-MAPS chip.

9.2 Applicability of 3D-MAPS
As shown in Section 2, we did not support advanced features
such as out-of-order execution and branch prediction in the
single core architecture of 3D-MAPS. Assuming we build a

Fig. 17. SEM image of TSVs in an I/O cell, front-side and back-sidemetal
I/O pads, and P/G F2F bond pads.

TABLE 3
Measured Memory Bandwidth, IPC Per Core, and Measured

Power Consumption Results

Fig. 18. (a) Frequency vs. power (at 1.5 V), (b) voltage vs. power (at
250 MHz) for the AES encryption benchmark.

4. We ignore performance degradation caused by increased distance
between two horizontally adjacent (east-west) cores.

5. We add the TSV manufacturing cost of a core die only because a
memory die has only few dummy TSVs.
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homogeneous multi-core chip, if larger silicon area is given
(e.g., ), we can either integratemore cores (e.g.,
256 cores) or implement more advanced features in a single
core. The former chip could increase the memory bandwidth
utilization for memory-intensive, well-parallelized applica-
tions. Without optimization techniques such as out-of-order
execution and branch prediction by compilers aware of the
limitation of the simple single core architecture, however,
each core might not be able to fully utilize the wide memory
bandwidth. On the other hand, the performance of a single
core in the latter chip will be increased by more various
techniques such as hardware-based speculation, so the
throughput of each core will increase. Therefore, the latter
chip is likely to outperform the former chip for CPU-intensive
applications. In addition, the advanced core might access its
memory block more frequently than the simple core because
of dynamic scheduling and branch prediction. However,
since the total core count does not increase, the total memory
bandwidth utilization of the latter chip might be lower than
the former chip, in which more cores are integrated. Since
predicting andfindingoptimal combinations of thenumber of
cores and their functions need accurate, realistic simulations,
we are also working on these topics as a follow-up research.

10 CONCLUSION

We presented the architecture, design flow and methodolo-
gies, analysis, andmeasurements of 3D-MAPS, 3Dmassively
parallel processor with stacked memory, designed to exploit
extremely high memory bandwidth obtained from core-
memory stacking. The 3D stacking technology that we use
supports numerous inter-die connections through face-to-
face bonding pads, thereby enabling very high memory
bandwidth in the core-memory stacking structure. 3D-MAPS
consists of a core tier containing 64 identical cores in the
2D mesh multi-core architecture and a memory tier contain-
ing 64memory blocks, each ofwhich is dedicated to its core in
the core tier. To demonstrate exploiting very wide memory
bandwidth that 3D stacking provides, we selected and par-
allelized eight memory-intensive benchmarks. The operating
frequency of 3D-MAPS is 277 MHz and the maximum peak
memory bandwidth utilization is 63.8 GB/swhile consuming
4 W power.
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