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Abstract—As scaling DRAM cells becomes more challenging
and energy-efficient DRAM chips are in high demand, the DRAM
industry has started to undertake an alternative approach to
address these looming issues—that is, to vertically stack DRAM
dies with through-silicon-vias (TSVs) using 3-D-IC technology.
Furthermore, this emerging integration technology also makes
heterogeneous die stacking in one DRAM package possible. Such
a heterogeneous DRAM chip provides a unique, promising op-
portunity for computer architects to contemplate a new memory
hierarchy for future system design. In this paper, we study how
to design such a heterogeneous DRAM chip for improving both
performance and energy efficiency. In particular, we found that,
if we want to design an SRAM row cache in a DRAM chip, simple
stacking alone cannot address the majority of traditional SRAM
row cache design issues. In this paper, to address these issues, we
propose a novel floorplan and several architectural techniques
that fully exploit the benefits of 3-D stacking technology. Our
multi-core simulation results with memory-intensive applications
suggest that, by tightly integrating a small row cache with its
corresponding DRAM array, we can improve performance by
30% while saving dynamic energy by 31%.

Index Terms—3-D stacking, Cache, dynamic random access
memory (DRAM), main memory, through-silicon-via (TSV).

I. INTRODUCTION

W HILE different market segments anticipate their own
DRAM product to be optimized for their favored de-

sign goals such as low latency, high bandwidth, low power, or
high density, meeting all of these requirements is nearly impos-
sible [16]. In reality, the density (or cost) has been one of the
most important design goals in conventional DRAM industry
mainly because of its extremely competitive market [12], [20].
To survive in such a tough market, vendors have to reduce their
manufacturing cost to deliver their products to end users at low
cost while staying profitable.
However, the DRAM industry is facing several imminent

challenges from the limitation posed by fundamental physics
and also from increasing needs by consumers. First of all, the
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DRAM industry is facing a scaling challenge. As the device
feature size keeps miniaturized, the capacitance of the DRAM
cell also decreases, at the same time, the junction leakage
current drastically increases [18]. In other words, maintaining
enough capacitance and reducing leakage current pose a signifi-
cant challenge for the DRAM industry from scaling the DRAM
feature size any further. Aside from such physics limitation,
the cost of building a semiconductor fab also increases sub-
stantially over technology generations (often called Moore’s
Second Law [7]), making the competitive DRAM market even
tougher.
On the other hand, the need from a DRAM consumer also

continues to evolve as the industry rapidly embraces the cloud
computing paradigm. In particular, the emerging trend of cloud
computing drives the DRAM industry to optimize for power ef-
ficiency. Cloud service providers typically virtualize their com-
puting resources among their massive number of clients and use
middleware to provision resources based on given workloads
and their subscribers’ priority. The utilization of their servers
can easily be saturated during the peak hours. Under such a
utility-based computing model, the total service operating cost,
including the energy bill for electricity and cooling facility, can
be much more significant than the one-time hardware acquisi-
tion cost [4]. As a result, the cloud service providers are more
willing to pay extra money to buy DRAM modules that signifi-
cantly save their energy cost over the DRAM’s operational life-
time.
In response to such scaling and energy efficiency challenges,

the DRAM industry is undertaking novel approaches. One in-
novative solution is to stack DRAM dies vertically using the
emerging 3-D integration technology. By stacking multiple dies
without scaling the device size, the DRAM vendors can in-
crease the DRAM density without paying the cost of using a
finer lithography technology. For example, stacking multiple
DRAMdies with the conventional system in package (SiP) tech-
nology has already been commercialized [30]. Furthermore, the
DRAM industry expects to have 3-D DRAM chips stacked with
through silicon vias (TSVs) [8], [13], [14], [20]. For example,
Samsung has demonstrated an 8 Gb 3-D stacked DDR3 DRAM
chip that consists of four DRAM layers [13]; in which three
layers are slave layers without any I/O related circuit while
one layer is a master layer that has shared I/Os. Such sharing
is enabled by TSVs that allow high bandwidth, low latency,
and low power data communication among layers. As a result,
such a TSV-based design can reduce a significant amount of
standby and active power compared to an SiP-based design [13].
More recently, Elpida announced an 8 Gb 3-D DDR3 SDRAM
stacked with eight DRAM layers and one logic layer dedicated
for interface circuits [8], [14]. Implementing DRAM cells and
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interface circuits on separate, heterogeneous layers allows each
of them to perform better and to consume less power [8].
Not being satisfied with those benefits, we believe that such a

TSV-enabled, heterogeneous 3-D DRAM architecture can pro-
vide a unique, promising opportunity for computer architects to
contemplate a novel memory architecture for achieving higher
performance and better energy efficiency in a cost-effective
way. To understand the opportunities and challenges of such
a novel, heterogeneous 3-D DRAM architecture, in this paper,
we perform a circuit- and architecture-level study with the cost
and energy efficiency constraints in mind. The contribution of
this paper includes the following.
• We propose a heterogeneous 3-D DRAM chip design that
can better exploit spatial locality by tightly integrating a
small SRAM cache with its corresponding DRAM array.

• We perform a circuit-level study to evaluate the feasibility
of our proposal in terms of area and energy overhead. Es-
pecially, we carefully modeled the area and energy over-
heads of TSVs and found that TSVs do not consume much
energy while occupying considerable area when they are
integrated with DRAM.

• Although TSVs do not consume much energy, we found
that energy consumption of 2-D wires is still a roadblock
to realize an SRAM row cache. Thus, we propose a novel
DRAM array design called folded bank. With our folded
bank design, we can stack DRAM subarrays of one DRAM
bank vertically, which allows us to tightly integrate an
SRAM row cache while reducing the energy consumption
of the 2-D wires.

• To overcome problems discovered from our circuit-level
study, we perform an architecture-level study to address
the performance and energy efficiency issue.

The rest of this paper is organized as follows. Section II dis-
cusses related work, and Section III explains the circuit-level
DRAM array architecture that has been largely ignored by
computer architects but that is critical in understanding de-
tailed trade-offs in designing a novel DRAM chip. Section IV
explores the design space of a TSV-enabled heterogeneous
DRAM chip. Section V evaluates different designs proposed in
Section IV and Section VI concludes this paper.

II. RELATED WORK

Integrating an SRAM cache into a DRAM chip was studied
in the past mainly to address the growing speed disparity in the
memory hierarchy [2], [11], [21], [39]. Furthermore, the same
concept has even been commercialized into products such as
CDRAM, EDRAM, and VCM. However, they were all very ex-
pensive, failing to succeed in the mainstream market because
both SRAM andDRAMhad to bemanufactured in the same die.
On the contrary, as the DRAM industry faces scaling challenges
and looming energy-efficiency issues, they started to turn to the
emerging TSV technology to continue to improve the DRAM
density by vertically integrating DRAM and logic dies onto one
package. This approach improves the cost-effectiveness of a
heterogeneous memory hierarchy. This paper explores the de-
sign space of heterogeneous 3-D DRAM chips, which present
several modern challenges. We studied their circuit-level issues
and proposed architectural techniques to minimizing area and

energy overhead while improving performance substantially. A
recent paper on CPU-DRAM integration [23] demonstrated the
benefits of multiple row buffers, but this paper explores cir-
cuit-level challenges to implement those row buffers consid-
ering the area and power overhead of TSVs. Unlike the previous
paper that assumed folded wordlines/bitlines, this paper found
that such array architecture can harm the overall density signif-
icantly due to the area overhead of TSVs.
On the other hand, as the 3-D integration technology allows

heterogeneous stacking onto the same die package, researchers
have studied hybrid memory hierarchies that integrate sev-
eral memory technologies such as SRAM, DRAM, eDRAM,
MRAM, STT-RAM, and PCM [5], [23], [24], [31], [35],
[36], [38], [40], [41]. However, they are mostly interested
in designing hybrid cache architecture integrated into the
processor cores [5], [24], [31], [36], [40], [41] or integrating
the entire memory hierarchy onto a CPU package [23], [35],
[38]. In contrast, this paper explores the design space of a 3-D
DRAM chip rather than a 3-D CPU chip. Note that this paper
is motivated by a recent observation that our applications have
very good spatial locality within a page, but we cannot exploit
it very efficiently mainly due to the limited capacity of a row
buffer [35]. While they did not suffer from this problem in
terms of performance (because they fetched an entire page
to the L2 cache), their solution is applicable only when the
bandwidth is abundant (when whole memory is stacked on
top of a processor). Furthermore, it still spends a lot of energy
in on-chip wires. On the other hand, for high-end systems
where stacking whole system memory can be challenging, our
proposal addresses this problem by placing a small SRAM row
cache underneath its corresponding DRAM array in a DRAM
chip.

III. DRAM ARCHITECTURE

Before detailing our proposals, in this section, we explain
DRAM terminology and its array architecture for readers to
better understand the design trade-offs of our proposal. Fig. 1(a)
shows an example of aDRAMmodule consisting of one or more
ranks.1 A rank is a set of DRAM chips that respond to a single
DRAM command in lockstep. As a result, the aggregate pin data
width of these chips is equivalent to the data width of a DRAM
data bus. In this example, nine chips each of which outputs eight
bits (often called 8 or 8 DQs) form a bus with 64 data bits and
eight error correction bits. The reason why a data bus is spread
across multiple chips is to reduce the cost of implementing a
large number of data pins on each chip. As a result of such a
spread data bus, upon a single row open command, each of these
chips opens its own portion of a single DRAM row in parallel.
In this example, if a DRAM row is as large as 8 kB, each 8
chip whose “physical” row size is 1 kB opens its own 1 kB row.
Each chip consists of multiple banks as shown in Fig. 1(b). A

bank is an independent memory array that has an independent
set of a row decoder, sense amplifiers, I/O gating circuits, and
a column decoder while multiple banks in a chip share off-chip
interface-related circuits. Such independence allows a memory

1Fig. 1(a) shows a simple example of a DRAMmodule that only contains one
rank on one side of the module. Some modern DRAM modules accommodate
up to two ranks on each side.
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Fig. 1. DRAM architecture. (a) One DRAM module and (b) multiple banks in a DRAM chip.

Fig. 2. DRAM subarray architecture. (a) One DRAM chip, (b) a 256 Mb array block, and (c) one subarray.

controller to exploit bank-level parallelism for achieving better
performance. In the context of an entire rank, one “logical” bank
is spread across eight “physical” banks (eight chips).
While DRAM vendors provide such an abstract DRAM array

architecture to computer architects through a DRAM standard,
their internal implementation has evolved over time to address
many implementation challenges. One example of such an in-
ternal structure is shown in Fig. 2(a). The figure represents an
8-bank 8 4 Gb DDR3 chip. As shown in the figure, those eight
banks are linearly laid out horizontally while each bank is split
into two 256 Mb half-banks vertically [25], [26], [37]. These 16
half-banks form four quadrants separated by periphery circuits.
Also note that each of the two half-banks of one bank provides
32-bit data to the interface circuits forming a 64-bit global I/O
bus. The reason why a 64-bit bus is needed in a 8 chip is to
support the minimum burst length of eight by the DDR3 stan-
dard.
As shown in Fig. 2(b), each 256 Mb block is constructed

by replicating a smaller array called subarray [3], [12], [15],
[25]. Such a hierarchical design is better than a plain design for
its higher signal-to-noise ratio, lower power consumption, and
higher speed [12]. As shown in the figure, these subarrays share
one global row decoder, which activates a subset of subarrays
based on one part of a given row address. They also share a
column decoder that provides global column select signals to
each subarray. Each subarray is a 256 kb DRAM array with
512 wordlines and 512 bitlines [3], [25]. The size of a sub-
array does not rapidly change across different DRAM gener-
ations [3]. Rather, DRAM designers have been implementing
more subarrays as themanufacturing process evolves. As shown
in Fig. 2(c), each subarray has its own local row decoder, which
decodes the other part of a row address to activate a local row.
At the end of bitlines, each subarray has a set of sense amplifiers,
which also behave like a row buffer by latching sensed signals.

A subset of the latched signals is selected by column select sig-
nals (generated by the column decoder) to drive an I/O bus so
that those data can reach the periphery circuits [see Fig. 2(a)].
Note that the data width of the I/O bus is much narrower than the
data width of the sense amplifiers. In the case of our example, a
8 4 Gb DDR3 DRAM chip, this bus is only 32-bit wide while

one row of each 256 Mb half-bank consists of 4096 sense am-
plifiers (i.e., one “physical” row of each bank is 8 kb).

IV. DESIGNING TSV-ENABLED HETEROGENEOUS
DRAM CHIPS

Unlike a conventional, planar DRAM architecture described
in the previous section, small, fast, and short TSVs allow one to
integrate multiple DRAM dies vertically providing high band-
width, low latency, and low power interconnection among dies.
Furthermore, such a multiple die design allows industry to ac-
commodate one logic die inside a DRAM chip as shown in
Elpida’s demonstration [8], [14] where one logic layer is ded-
icated for off-chip interface circuits. However, dedicating only
interface logic in the logic layer is likely to under-utilize the
die space because, regardless of the small size of the interface
logic, the logic layer should be considerably large enough to
accommodate the same number of I/O pins as a conventional
DRAM chip. Furthermore, if the industry opts for wafer-to-
wafer bonding, the logic die should have the same size of the
other DRAM dies. Thus, we believe that there will be much
space available for implementing other enhancement circuits in
this logic layer to further improve the performance and energy
efficiency of a DRAM chip without paying too much additional
cost. Note that Elpida also expects such heterogeneous integra-
tion to provide more interesting functionality in the future [8].
Clearly, such a heterogeneous 3-D DRAM chip will enable

many possible, interesting designs in the future. In this paper,
we investigate a heterogeneous memory architecture as the first
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step to exploit the opportunities for performance and energy.
The motivation of our heterogeneous memory architecture is as
follows. According to a recent study [35], although applications
may have very good spatial locality, a conventional DRAM
architecture cannot exploit such spatial locality because each
bank relies only on a single row buffer. In other words, the row
buffer is not large enough to capture such spatial locality due
to conflicting row misses. As such, the current DRAM archi-
tecture will end up repeatedly opening the same row that was
recently closed, making such operations not only redundant but
also highly inefficient. Moreover, such conflict gets even more
serious as the number of cores on a single die grows in the fu-
ture [33]. Unlike a conventional single-core processor in which
a single row per memory bank is good enough to capture the
memory access pattern for a single application, multi-core pro-
cessors will have many programs running concurrently sharing
the same set of row buffers. Clearly, it is very likely that one
application that runs on one core will close a row opened by an-
other application running on another core before the latter ap-
plication can fully utilize the row buffer.
Obviously, such redundant DRAM row open operations also

consume DRAM energy considerably. To address the problem
of such wasted energy, we need an associative SRAM cache in a
DRAM chip to keep several active DRAM rows. Although such
technique was considered in a conventional DRAM design, it
failed to succeed in commodity DRAM that we will discuss in
Section IV-A. We will then demonstrate how the feasibility of
a row cache will change with 3-D-IC technology by studying
the circuit-level design issues with detailed DRAM and TSV
models. We will also address several circuit-level design chal-
lenges with a few low-cost architectural solutions.

A. Understanding Design Challenges of an SRAM Cache in
a DRAM Process

First of all, we study why an SRAM cache in a conventional
DRAM process was not successful. Such an SRAM cache
design in a conventional DRAM process was studied by several
prior literature and was even realized in ill-fated products that
attempted to bridge the speed gap between DRAM and SRAM
[2], [11], [21], [39]. All of them have demonstrated fairly
impressive performance improvement. However, none of these
techniques was successfully realized into mainstream products
due to the following challenges.
• First, implementing a row cache requires long, high-band-
width wires, which consume significant energy. (Note that
such energy inefficiency was largely ignored in the past
studies [21], [39].) In particular, because sense amplifiers
of DRAM are distributed across a chip [see Fig. 2(b)], if
one wants to implement a separate row cache in a planar
DRAM die, a row-wide, global data bus between each set
of the sense amplifiers and a separate row cache will be
needed. Such a wide bus is claimed to be feasible in pre-
vious architectural studies [21], [39] because everything is
on-chip, but it may require more metal layers. More im-
portantly, it will consume a significant amount of energy.
Such a high bus energy cost may be canceled out if an ap-
plication has very good spatial locality so a lot of DRAM

Fig. 3. Baseline 3-D chip (flipped).

lookups are eliminated by the row cache, but it may also
consume more energy if there is poor spatial locality [35].
Alternatively, we can implement a set-associative SRAM
row cache right next to one row of sense amplifiers. Such
a tightly integrated sense amplifier and row cache pair is
helpful in reducing the wire complexity of a chip, but it ne-
cessitates replicating the set-associative SRAM row cache
many times over a chip (redundantly).

• Second, unlike a logic process, which has one or two poly
layers with many metal layers, a typical DRAM process
has more poly layers with two metal layers [12], [19]. Only
very recently, the state-of-the-art DRAM process started to
use three metal layers [25]. In other words, with only two
or three metal layers, the DRAM industry used them to im-
plement all wires such as wordlines, bitlines, column select
signals, local I/O lines, and global I/O lines. On the other
hand, a typical high-performance 6 T SRAM cell itself re-
quires two to three metal layers (Vdd and ground wires,
wordlines, bitlines, and interconnection between transis-
tors). Thus, to reasonably implement small SRAM cells in
a DRAMdie, wemay needmore masks than those in a con-
ventional DRAM process. Furthermore, even with three
metal layers, an SRAM cell (around 140 where is
a feature size) occupies much larger space than a DRAM
cell (6 to ) [1]. Due to area overhead, to redundantly
place an SRAM row cache right next to each sense ampli-
fier array is extremely expensive.

• Last, a DRAM process is typically optimized for reducing
the leakage current of a storage capacitor. This goal is typi-
cally achieved by increasing the threshold voltage through
substrate biasing [19]. Due to such higher threshold
voltage, an SRAM cell implemented on a DRAM die is
much slower unless it is specially manufactured.

B. Designing a Tightly Integrated SRAM and DRAM Stack
with TSVs

1) Baseline: Recently, the emerging technology of 3-D die
stacking and TSV has renewed the feasibility of integrating
an SRAM row cache within a DRAM chip, which was not
practical in terms of cost as discussed in the previous section.
In this work, we re-investigate the new design issues and study
how computer architects can overcome these prior unresolved
challenges with a novel TSV-enabled heterogeneous 3-D
DRAM chip. To perform this study, we first define our baseline
3-D DRAM design that consists of four DRAM dies and one
logic die as shown in Fig. 3. Here, we assume that each DRAM
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Fig. 4. Different 3-D design of four half-banks (not to scale; different colors mean different banks). (a) Naïve wide TSV Bu; (b) tightly integrated TSV bus; (c)
folded bank.

die implements eight banks of DDR3 DRAM, similar to Sam-
sung’s implementation [13]. On the other hand, we assume a
dedicated interface layer similar to Elpida’s stack [14]. These
DRAM layers and the interface layer are connected through a
TSV bus located in the middle of a chip. In this baseline model,
the data width of our baseline TSV bus is 64-bit same as our
2-D baseline [see Fig. 2(a)]. Note that we are not modeling our
baseline with a more aggressive 3-D DRAM model such as
folded wordline/bitline architecture from Tezzaron. Recently,
based on Tezzaron’s brief announcement, a few recent com-
puter architecture papers assumed that we can fold wordlines
or bitlines of each DRAM array into multiple dies, which re-
sults in significantly reduced DRAM access latency. However,
we do not assume such a folded wordline/bitline architecture
because we believe that it will harm the density of DRAM
cells significantly. For example, if we want to fold bitlines
into multiple layers connecting those pieces of the bitline with
TSVs, the pitch of bitlines should be as large as the pitch of
TSVs. Typically, the pitch of bitlines are extremely small (tens
of nm) while that of TSVs are a few order of magnitude bigger
(a few m). If the bitline pitch should be extended to align a
bitline and its corresponding TSV, DRAM cell density will be
significantly reduced not to mention corresponding extended
wordline length. To avoid this, one can potentially place a 2-D
array of TSVs instead of a linear array of TSVs. However, in
this case, we need complicated wiring between bitlines and
TSVs, which significantly affects the performance of sense
amplifiers.
2) Naïve Wide TSV Bus: Based on such a baseline model,

first of all, we try to increase the data width up to the size of
a row. To achieve this goal, we place a TSV bus per bank so
that four banks stacked vertically can share the TSV bus as
shown in Fig. 4(a). (Note that this figure only depicts four 256
Mb half-banks.) Below these four banks, we have an SRAM
row cache in the logic layer. With this design, we can easily
solve the last two challenges mentioned previously because the
SRAM row cache is implemented with a logic process. How-
ever, such a naïve design cannot address the first challenge, an
increased wire count and its corresponding energy inefficiency.
To evaluate such a design (and other designs throughout our

paper), we modified CACTI 5 [32]. Here, we did not modify its
circuit-level models, but we replaced its H-tree model mainly
designed for a cache memory with a bus model as explained
in Section III as well as its array architecture model to reflect
changes originated from our 3-D design. Here, we assume that
DRAM is designed with 32-nm technology, and the TSV pitch is
3.6 m in year 2013 [1]. (Note that this is a conservative model
because we have already fabricated a 3-D stacked many-core
processor with the TSV pitch of 2.5 m in 2010 [10].) Ac-
cording to our modified CACTI, the energy consumption for
reading the entire 8 Kb from an open row to the logic die is 63.5
times higher than that for reading 64 bits in our baseline [see
Fig. 2(a)]. Although such a wide bus design does not need I/O
gating circuits and its corresponding column select signals re-
ducing energy consumption in these parts, it consumes a signif-
icant amount of energy in the bus between the sense amplifiers
and TSVs.
3) Tightly Integrated TSV Bus: Alternatively, we want to

bring the TSV bus closer to the sense amplifiers to solve the en-
ergy inefficiency issue. As shown in Fig. 4(b), we try to layout
a TSV bus per row of subarrays and evaluate its feasibility. Ac-
cording to our analysis, the width of our subarray that consists
of 512 rows and 512 columns is 49.6 m. If we want to layout
the number of TSVs in power-of-two along this subarray, we
can place only eight TSVs along the width of one subarray. In
other words, if we want to bring the entire 512 bits from this
subarray at one DRAM cycle, we need 64 rows of eight TSVs
per subarray. Unfortunately, the height of the 64 rows is 230.4
m while that of one subarray cells is only 32.8 m. Even if
we assume that two subarrays can share these buses, this TSV
overhead is prohibitively high. Note that such high overhead is
mainly because our DRAM subarray is already very small and
we want to align a wide bus with such a small subarray to ad-
dress the energy inefficiency issue mentioned earlier.
4) Folded Bank: From these two designs, we learn that we

have tradeoff between dynamic energy consumption and area
overhead. To address this tradeoff, we propose to make subar-
rays of one bank to share the same set of TSVs similar to our first
design but to fold each bank vertically (instead of stacking four
banks vertically) as shown in Fig. 4(c). By folding each bank,
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Fig. 5. Final floorplan (flipped).

we can reduce the length of wires between the sense amplifiers
and the TSV bus. Here, note that only one layer of a bank ac-
tively uses the TSV bus simultaneously because each layer has
a different set of rows that belong to the same bank. Also note
that this is a scalable design. As the number of DRAM layers
increases in the future, we can fold one bank into more layers,
which reduces the wire length of each die. In addition to such
a folded design, we also placed the TSV bus in the middle of a
bank to further reduce the wire length.
Furthermore, we carefully calculated the wire complexity so

that our design does not need more metal layers than our base-
line. In our baseline ( 8 DRAM) design, eight subarrays of a
half-bank [see Fig. 2(a)] form a half row (4 Kb) while we fetch
32 bit data from the half-bank. In other words, we fetch 4-bit
data from each subarray, which has 512 columns. Consequently,
the required number of column select signals is .
On the other hands, to allow massive data transfer, our design
uses 128 wires between the sense amplifier and the TSV bus.
As a result, we need four column select signals between the
column decoder and each subarray. By using this design, we
can equalize the number of wires between the baseline and our
design. However, due to such a narrower bus design, the TSV
bus width of each half-bank is now 1 kb (128 wires from each
subarray). This reduced bus bandwidth forces us to fetch one
half row (4 kb) over four cycles. This circuit-level limitation
necessitates an architectural technique, which will be detailed
later. As a result of such optimization, we are able to design a
well-balanced stacked DRAM layers. The detailed results and
analysis will be discussed in Section V.
Our final floorplan based on such a folded bank architecture

is shown in Fig. 5. As shown in the figure, we align each bank
of our SRAM row cache with its corresponding DRAM bank.
By placing an SRAM bank right next to TSVs, we minimize
the energy consumed in transferring an entire row to an SRAM
bank. Note that if an application does not consume entire row
data, the energy consumed to transfer those unused bits to the
SRAM row cache is completely wasted because our baseline
does not bring those data to the interface circuits at all. This is
why we want to minimize the wire length of the bus between
the sense amplifiers and the SRAM row cache.
On the other hand, such floorplan necessitates long, cross-

chip communication between an SRAM bank and the interface
circuits. Note that this long bus is comparable to the bus between
the sense amplifiers and the interface circuits in our baseline.
In spite of such a long bus between the SRAM row cache and
the interface logic, we opted for such design because the bus

Fig. 6. New memory hierarchy.

between the SRAM bank and the interface circuits is just 64 bit,
which does not consume much energy and is anyway used by
demand requests.

C. Heterogeneous Memory Management

With such heterogeneous DRAMchips, in this subsection, we
will study how to manage them efficiently. Our new memory
hierarchy is shown in Fig. 6. In which, each DRAM chip has a
very small SRAM row cache implemented with a CMOS logic
process. The interconnection between the SRAM row cache and
DRAM cells is based on high-bandwidth TSVs that provide en-
tire row data across four memory bus cycles. On the other hand,
the SRAM row cache is connected to a memory controller in
the CPU package through a conventional 64-bit off-chip bus.
Note that, if we could bring one entire row closer to the CPU,
e.g., to the L2 cache, we could better exploit its spatial locality
without suffering from the off-chip delay. However, such an ap-
proach can also seriously degrade system performance due to
limited pin count and the trailing-edge effect of large transfer
over a conventional memory interface [35]. Such an aggressive
memory hierarchy can be feasible only if the system memory
is stacked atop of a CPU, which could be an issue for certain
high-end products due to poor thermal conductivity when too
many layers are stacked. This is the major reason of having an
SRAM row cache as a more reasonable solution to achieving
high performance and energy efficiency for high-end products.
In such a newmemory hierarchy, we need a newmemory con-

troller that understands such heterogeneity and manages cache
eviction intelligently to improve performance and energy ef-
ficiency. Interestingly, we can achieve this goal easily with a
simple memory scheduling policy, first-ready first-come-first-
serve (FR-FCFS) [28], [29]. If we place a tag array for the
SRAM row cache in the memory controller [21], the FR-FCFS
scheduling policy can easily detect row cache hits locally and
schedule memory commands.
For memory scheduling, we need a new set of commands.

In the case of row cache hits, our memory controller sends a
new command that notifies the DRAM chips to look up their

2Note that, while our tag array is fully-associative, its corresponding SRAM
row cache is a directly-mapped data array that is indexed by the index address
provided by the memory controller.
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own SRAM row cache. For this new command, we need a new
control pin, index address strobe (IAS), in addition to the con-
ventional row address strobe (RAS), and column address strobe
(CAS) pins. In the case of cache hits, we enable IAS and send
cache index bits2 immediately followed by CAS signals and
column addresses to read or write data in the SRAM row cache.
In the case of cache misses, the memory controller needs to
manage cache eviction as well. If a row to be evicted is clean,
the memory controller can simply send IAS and RAS along with
a row address to be cached. In order to perform an SRAM cache
fill operation over four cycles as mentioned previously, we use
the burst length of four to fetch an entire row serially and ef-
fectively. On the other hand, if a row to be evicted is dirty, the
memory controller has two choices. One obvious solution is to
evict a dirty row first and then to open a new row later. This
is a conventional way to open a new row when we have an-
other row already opened. On the other hand, in such a hetero-
geneous DRAM chip, we can potentially move a dirty cached
row to a small, single-entry write-back buffer temporarily, open
a new row, and then write-back the dirty row later. The cost of
this write-buffer in terms of area is also small given our addi-
tional CMOS logic layer. In this paper, we call this write-back
policy delayed write-back, and we will evaluate performance
and energy efficiency of the delayed write-back design later.
For such delayed write-back, the memory controller sends IAS,
RAS, and CAS altogether to notify a chip to evict a row to the
write-back buffer and open a new row. The delayed write-back
will be initiated with IAS and CAS later with the row address
of the dirty row. As a result of these new command modes and
the multiplexed address scheme, we only need one extra pin in
the DRAM chips. Once a new row is opened, the memory con-
troller precharges bitlines immediately similar to the operations
in a conventional closed-row policy.

V. EVALUATION

A. Circuit-Level Evaluation

For circuit-level modeling, we modified the DRAM model
of CACTI 5 [32] as explained in Section IV-B. With our mod-
ified CACTI, we modeled area, delay, and dynamic energy of
DRAM.We alsomodeled the latency and power consumption of
TSVs similar to a recent study [17]. Note that the current version
of CACTI does not have an accurate DRAM leakage model, so
we failed to model it. However, we believe that our proposal can
reduce leakage energy consumption as our proposedmemory ar-
chitecture significantly improves the overall performance (will
be shown later) with very minimal extra hardware that will con-
tribute little leakage current compared to our baseline’s large
DRAM arrays. In the later part of this section, we will perform
a conservative study only with the leakage energy overhead for
our new SRAM caches.
First of all, we evaluate the area overhead of our scheme. In

this evaluation, we have included the area overhead of a grid of
power delivery TSVs [9] for both the baseline and our proposal.
Note that, unless otherwise mentioned, we have placed an array
of clustered TSVs per grid point where the cross section area of
clustered TSVs is m m and the grid size is m

m, which is the area occupied by 8 8 subarray. Such

TABLE I
TRCD BREAKDOWN

TABLE II
TCL BREAKDOWN

density is similar to a recent study proposed for reducing power
noice of many-tier 3-D systems [9]. From this evaluation, we
found that the area overhead of our proposal (see Fig. 5) (in
DRAM layers) is 6%.
To understand the difference, we performed an in-depth anal-

ysis and found that the TSV area accounts for most of this over-
head. Other than the area occupied by TSVs, we observed minor
differences in various components such as the output drivers
and column select signal related wires and circuits. These differ-
ences are negligibly small compared to the TSV area overhead.
Despite our slightly larger die, we found that our proposed

design can actually decrease the access latency of DRAM. In
particular, we found that the row-to-column delay (tRCD) and
the row precharge delay (tRP) are reduced by 18% and 14%,
respectively. Such reduced delay is found to be the result of
the reduced wire length within a bank due to the folded bank
architecture. This effect is well represented in Table I. As shown
in the table, our folded bank architecture suffers from longer
inter-bank bus latency because our new floorplan (see Fig. 5)
now has 16 4 half-banks instead of 8 2 half-banks of our
baseline (see Fig. 3), which makes the worst-case inter-bank
bus wire longer. However, intra-bank bus latency is found to
be reduced significantly because one half-bank is folded across
four layers.
On the other hand, the column access strobe latency (tCL)

was significantly reduced. As shown in Table II, the latency of
the inter-bank address bus increases, but the latencies of the
column select bus and the intra-bank data-out bus decrease due
to our new floorplan. Such trend is similar to tRCD. However,
one interesting result is that the inter-bank data-bus delay of our
new design is zero. This is because our SRAM cache is located
right next to the TSV bus storing the entire row data. Note that
we suffer this latency when we read data from our SRAM cache.
Although we have a win in the access latency, our design con-

sumes a significant amount of energy in moving the row data
between the sense amplifiers and the SRAM cache. Table III
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TABLE III
READ ENERGY BREAKDOWN

shows the relative energy that we consume when we read 64-bit
data in the baseline and an entire row in the folded bank architec-
ture. Note that here we bring one row over four DRAM cycles
in the folded bank architecture. Nonetheless, this higher energy
consumption of moving rows do not occur frequently in the dy-
namic scenario as the majority of the accesses will be satisfied
by the SRAM cache. We will detail the results later. Similar to
the read energy, we found that the write energy of the folded
bank architecture is 4.6 times higher than that of the baseline.
On the other hand, we found that activation energy increases by
18% mainly due to the inter-bank bus energy in our new floor-
plan.
So far, we have assumed that TSV pitch is 3.6 m, which is

the ITRS prediction of year 2013 [1]. Furthermore, we studied
how these results vary as TSV pitch changes. For this study,
we varied the TSV pitch from 2.5 to 10 m. Note that we have
already fabricated a 3-D stacked many-core processor with the
TSV pitch of 2.5 m in 2010 [10]. As shown in Fig. 7(a) and
(b), neither latency nor energy is sensitive to the TSV pitch.
However, area overhead is reasonably sensitive to the TSV

pitch [see Fig. 7(c)]. As shown in the figure, as the TSV pitch
increases from 2.5 to 10.0 m, area overhead increases from 5%
to 14% when we uses a 20 m 20 m power delivery TSV
cluster per power delivery grid point. Note that the reason why it
does not monotonically increase is that CACTI explored a large
design space to evaluate the multiple design goals such as area,
latency, and energy and ended up with different array configu-
rations automatically [32]. (For example, when we used the 8
m TSV pitch, the degree of two-level sense-amplifier multi-
plexing was 2/2. On the other hand, when we used 9 m TSV
pitch, it was 4/1.) To further understand this overhead, we also
performed a set of studies with a larger power delivery over-
head (80 80). Not surprisingly, as the larger power delivery
TSVs penalize both the baseline and our proposal, the additional
TSV area overhead of our proposal has relatively reduced. As
the results show, because DRAM is sensitive to the manufac-
turing cost, smaller TSV geometry is found to be a critical en-
abler for future 3-D stacked DRAM designs. In the following
section where we evaluate the performance and energy benefit
of our proposal, we will use our original TSV pitch of 3.6 m
because latency and energy are turned out to be insensitive to
TSV pitch.

B. Architecture-Level Simulation

1) Simulation Framework: In addition to such circuit-level
modeling, we also performed architecture-level study using

Fig. 7. Sensitivity study for different TSV pitches. (a) Relative tRCD/tCL; (b)
relative read energy; (c) relative area.

SESC [27]. We extended the SESC simulator to model detailed
memory backend. In our simulation, we modeled a quad-core
processor with one memory channel. We know that a topline
multi-core processor will have more cores and more memory
channels, but simulating such a large number of cores takes
days or longer to simulate. Hence, we proportionally scaled
down the number of cores and that of memory channels to a
configuration that we believe to be reasonable, a quad-core
processor with one memory channel. Our quad-core processor
has a 4 MB L2 cache and a DDR3-1600 like memory interface.
When we model the DRAM latency, we used the estimated
latency from our modified CACTI. When we model SRAM
latency, we also considered the round-trip time between the
interface circuit and one SRAM bank, which accounted for the
major portion of the access latency. Note that, compared to
the round-trip latency, the SRAM access latency is negligibly
small because of its small size. Detailed parameters are listed
in Table IV.
Throughout this paper, we simulated multi-programmed

workload that consists of four memory-intensive applications
from the SPEC2006 benchmark suite. We defined a memory-in-
tensive application as an application whose number of L2 cache
misses per thousand instructions (MPKI) is higher than five
when it runs on a single-core processor with a 1 MB L2 cache.
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TABLE IV
PROCESSOR CONFIGURATIONS

TABLE V
SIMULATION WORKLOAD

From our profiling runs, we found that 10 SPEC 2006 appli-
cations meet this criteria, and we randomly selected 12 sets of
four applications using our custom random number generation
code. These groups of workload are listed in Table V. Note
that the reason why we selected multi-programmed workload
is to evaluate the benefit of our proposal in the datacenter com-
puting environment where many virtual machines are sharing
a physical multi-core processor maximizing the utilization
of a system. As clearly stated in Section I, we believe that
energy-efficient DRAM is especially needed in such a highly
utilized system.
2) Performance Evaluation: With these sets of workload,

we first evaluated the performance improvement achieved with
different DRAM chip designs. In this evaluation, we simulated
five designs. The first two designs have a conventional DRAM
system with an open-row policy and a closed-row policy, re-
spectively. The reason why we simulated the closed-row policy
is to compare the closed-row policy against our scheme that can
precharge bitlines right after a row is opened. On the other hand,
we also evaluated our heterogeneous 3-D DRAM chip design
where each bank maintains an SRAM row cache that can hold 8,
16, and 32 rows.3 The speedup of these different configurations
is shown in Fig. 8(a). Here, the speedup is defined as the im-
roved system throughput. Also note that, throughout this paper,
all reported relative numbers are normalized to that of a con-
ventional DRAM system with an open-row policy, unless other-
wise mentioned. First of all, we found that the open-row policy
is still useful compared to the closed-row policy. Such effect is
well represented in Fig. 8(b), which shows the hit rate of a row
buffer. As shown in this figure, the hit rate of a DRAM system
with the open-row policy is 53%, on average. Not surprisingly,

3In each chip, the capacity of one DRAM bank is 512 Mb while that of a
32-entry row cache is 256 kb. Instead of making the line size of this row cache
a row size, we split this cache into multiple banks so that the line size of each
cache is just 64 bit, which is the access unit from the interface circuit.

as we increase the capacity of our SRAM row cache, the hit
rate increases [see Fig. 8(b)] leading to higher performance [see
Fig. 8(a)]. For example, a heterogeneous 3-D DRAM chip with
a 32-entry SRAM row cache can improve performance by 30%,
on average. Such improvement was observed by past studies
[6], [11], [21], [39], and we just confirm that a row cache is
still useful even if we have multiple cores that compete with
the shared row cache space. One interesting observation is that,
as we increase the capacity of a row cache, the hit rate was
increased by 5% (on average) while its corresponding perfor-
mance is only improved by 2%. This effect suggests that a small
row cache is sufficient in improving the overall system perfor-
mance.
In addition to those five configurations, we also evaluated

three heterogeneous DRAM chip designs without using the de-
layed write-back policy as shown in Fig. 9. We found that the
delayed write-back policy is useful in improving the overall
system performance. For example, it improves the system per-
formance by around 4% for a 32-entry SRAM row cache.
3) Energy Efficiency Evaluation: Moreover, we also evalu-

ated the energy efficiency of our proposed architecture. Fig. 10
represents relative dynamic energy consumed during DRAM
array lookup operations (including activation, read, write, and
precharge energy). As shown in the figure, we can significantly
reduce the energy consumed in DRAM lookup operations. On
average, a DRAM chip with a 32-entry SRAM row cache con-
sumes only 35% of energy of our baseline system, a DRAMchip
with the open-row policy. This result suggests that, even though
our new 3-D DRAM design consumes significantly higher read
or write energy (see Section V-A), our SRAM row cache can
filter out lots of DRAM lookup operations [see Fig. 8(b)], there-
fore, the overall DRAM lookup energy is significantly reduced.

However, such reduced DRAM lookup energy does not come
for free; we are also spending energy in other additional circuits
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Fig. 8. Speedup and row hit rate. (a) Speedup; (b) row hit rate.

Fig. 9. Effect of the delayed write-back policy.

of our proposed scheme. Thus, to model dynamic energy con-
sumption of the entire chip, we also modeled energy consump-
tion of SRAM lookup operations, TSVs, the delayed write-back
buffer, and refresh operations as shown in Fig. 11. This evalua-
tion suggested that a heterogeneous DRAM chip with a 32-entry
SRAM row cache can save dynamic energy of a DRAM chip by
31%, on average. Furthermore, we observed that, as we increase
the capacity of a row cache, a DRAM chip gets more energy ef-
ficient. Unlike performance, which is not significantly improved
as we increase the capacity of a row cache, the energy efficiency
can be significantly improved. As shown in the figure, as the ca-
pacity of the row cache increases from eight entries to 32, the
dynamic energy saving increases from 5% to 31%. We believe
that such discrepancy between the performance and the energy
efficiency is partly originated from ourmicroarchitecture, which
already employs several techniques that make the overall per-
formance less sensitive to the memory access latency.
Fig. 12 represents the dynamic energy breakdown of a het-

erogeneous 3-D DRAM chip with a 32-entry SRAM row cache.
Note that 100% represents the dynamic energy consumption of
our baseline DRAM chip with the open-row policy. As shown,
the TSV energy and the delayed write-back buffer contribute
very little energy while DRAM lookup, SRAM lookup, and re-

fresh operations consume significant energy. From this result,
we were wondering why a larger SRAM cache is still helpful
in improving energy efficiency. To answer this question, we an-
alyzed our energy numbers in detail and made an interesting
observation that most of SRAM lookup energy is spent in the
on-chip bus between interface circuit and an SRAM bank. Be-
cause our SRAM is so small, the SRAM lookup energy accounts
for only 2% of SRAM energy consumption. The other 98% was
consumed in the address bus and data bus, which are not sensi-
tive to the capacity of our SRAM row cache. From this observa-
tion, we concluded that filtering out more DRAM lookup oper-
ations with a larger SRAM cache is more helpful. Furthermore,
we also found that, if we increase the number of dies from four
to eight, for example, we can reduce the wire length of these
buses, saving more energy in the DRAM chips. However, we
did not evaluate this scheme because having more layers than
our baseline may have a undesirable adverse effect to the overall
manufacturing cost.
Up to this point, we evaluated every energy overhead induced

by our proposal except the leakage energy consumption of the
SRAM row cache. Unfortunately, we do not have a concrete
leakage energy model for DRAM, thus we cannot perform a fair
evaluation. However, we believe that, as we improve the overall
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Fig. 10. Relative DRAM lookup energy.

Fig. 11. Relative dynamic energy of an entire DRAM chip.

Fig. 12. Dynamic energy breakdown of a heterogeneous DRAM chip (with delayed write-back policy).

system performance, we can save lots of leakage energy not
only from DRAM chips but also from all system components
including the CPU die [22]. Nevertheless, here we performed
a very conservative study by simply adding the leakage over-
head of the SRAM cache only. From this conservative study, on
average, our heterogeneous 3-D DRAM chips with 8-, 16-, and
32-entry SRAM row caches save energy by 1%, 14%, and 17%,
respectively.

VI. CONCLUSION

As the DRAM industry starts to revolutionize the conven-
tional planar DRAM design with heterogeneous 3-D stacking
technology that integrates DRAM and logic on a single die
package, it is also a timely moment for computer architects
to contemplate about how to take advantage of these new
enabling technologies for improving the DRAM architecture
and the overall memory hierarchy. In this paper, we proposed
a TSV-enabled, energy-efficient SRAM row cache that is
tightly integrated with its corresponding 3-D DRAM array. To
evaluate our proposal, we studied its feasibility from the circuit
perspective as well as the architectural perspective. From our
circuit-level study, we found several novel design challenges
in dealing with density and energy efficiency issues for our

heterogeneous 3-D DRAM architecture. We addressed these
issues by proposing a novel floorplan and several architectural
techniques. Our evaluation with memory intensive applications
shows that well-balanced heterogeneous 3-D DRAM chips can
improve system performance by 30% while saving dynamic
energy by 31%, on average.
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