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ABSTRACT

There are several emerging memory technologies loominghen t
horizon to compensate the physical scaling challenges GANDR

Phase change memory (PCM) is one of such candidates proposed

for being part of the main memory in computing systems. One
salient feature of PCM is its multi-level cell (MLC) propemvhich
can be used to multiply the memory capacity at the cell lavdely-
ever, due to the nature of PCM that the value written to thieceel
drift over time, PCM is prone to a unique type of soft errorssp
ing a great challenge for their practical deployment. Toresdsl
this reliability issue, many researchers proposed mdibeased or
architectural solutions. In this paper, we analyze thestastce drift
problem using both analytical models and Monte Carlo sitmta
and show the fundamental limitin prior architectural smwos. Ac-
cording to our findings, four-level PCM is unusable givensitst
error rate and scrubbing time needed.

1. INTRODUCTION

Phase-change memory (PCM) is a promising alternative mgmor
technology for future computing systems. Based on chaltdge

Table 1. Configuration Variables of Four-Level Cell PCM
Whento =1s.

Storage Level| Data logy R @
MR | OR Ha | O«
0 01 | 3.0 0.001
1 11 | 40| 0.02
2 10 | 50| © | 0.06 | V4XHa
3 00 | 6.0 0.10

time. Such drifting was not a problem in SLC PCM because the
rate of resistance drift is proportional to the initial tsince of

the cell and is nearly-zero for the crystalline state. Hosveve-
searchers found that the resistance of cells at the themiettiate
states written in the MLC PCM can cross the state boundary and
lead to undesirable errors due to state changes. This neavafyp
soft errors caused by resistance drift, if left unaddresaditimake
MLC PCM completely useless. In this paper, we present the firs
attempt to mathematically formulate the soft error rated/iafC
PCM. With this analytical model, we evaluate the previoysig-

compound made of Ge, Sb, and Te (GST), the value of stored datapsed ideas for reducing errors and show that four-level RECAn

is represented using its material state indicated by iteatiresis-

tance level. When a PCM cell is heated up to a temperature over

the melting point and cooled down within several tens of rano
seconds, the cell becomes a high resistive amorphous state.
the other hand, the PCM cell becomes a low resistive crystall
state when it is exposed to a temperature lower than the ngelti
point and cooled down slowly. The resistance of a PCM cell is
known to be10®> Ohms in the crystalline state ar@® Ohms in
the amorphous state. Moreover, when we alter the temperanga
the duration induced to the PCM cell, researchers foundlieate-
sistance can be anywhere in between these two states. IBudti-
cell (MLC) PCM exploits these intermediate states in-bemvthe
crystalline and amorphous states to store more data per cell
Although the MLC PCM increases information density, thidte
nique requires a finer-grain control over the resistance oéla

infeasible solution as main memory.

2. ANALYTICALERROR MODEL AND VAL-
IDATION

By measuring the resistance drift of PCM reset and set states
from iterative experiments, lelmir al. [7, 8] found that the drift
can be represented with a power-law model shown as the fioigpw

t.a
Rarige(t) = R x {~} 1)
0
where R andt, are normalization constants ands a drift expo-
nent. Because the main cause of the drift is the structueta&on
of the amorphous state, the drift exponent of the reset stateich

To make the resistance of a cell within a predefined range, The larger than that of the set state in the experiments. In atioeds,

MLC PCM requires an iterative-writing mechanism, whichdea
the resistance immediately followed by a write to check \whet
the cell needs to be rewritten or not. This iterative-witzompro-
mises the write latency. Recent studies show that the vaienty

of a four-level cell is about 4% 8x slower than that of a Single
Level Cell (SLC) PCM [11]. Besides the performance issugra f
more critical problem of making MLC PCM practical is its @i
bility concern caused by the resistance drift. The rescstatrift is

the phenomenon that the resistance of a PCM cell increasgs ov

the drift exponent will increase as a portion of the amorghstate
in a PCM cell increases.

As mentioned earlier, the resistance drift causes softgimahe
multi-level-cell (MLC) PCM. To estimate the reliability ipact of
resistance drift, we make the following assumptions for rioe-
malization constants and a drift exponent for each storeygel.|
According to the experiments of Nirschbt al. [9], the iterative
write-and-verify sequence adjusts the programmed resist®,,
to be located within a desired resistance range for a givenrage



level, wherelog,, R, follows a normal (Gaussian) distribution. In
this paper, we assume that the logarithm of a normalizagsisf
tance,log , will follows a normal distribution ofN (1, 0%). In
addition, a desired programmed resistance range for a gieda is
set to the range within0##*2:7%7~ ) and the upper and lower
sensing boundaries for the state are s¢ftoi 3“7 (). The value

of a drift exponent is also assumed to follow a normal distiiin

of N(uq,02). The parameters we use in our drift analysis are
based on the previous works [1, 15] and described in Table 1.

In MLC PCM, a transient (soft) error can occur when the re-
sistance of a cell is drifted above the upper boundary of iits p
grammed state. From the state-boundary settings desalimae,
the condition of a soft error can be represented as follows.

Rarife(t) > 10#RT3XOR @)
In other words, when considering the values in Table 1, thgeta
resistance values for the four storage levelslarg 10, 10°, and
10°Q, respectively, and the three sensing boundaries between tw
adjacent levels are0>°, 10*°, and10°-°Q. For instance, when
the resistance of a cell that was programmed for the storag 2
becomes larger thatD®® , the cell is sensed as the next storage
level, which generates a soft error.

By using the assumption thiig,, R and« follow normal dis-
tributions as shown in Table 1, we can calculate the protbaluif
such soft error type. First, we define two more variables,=
log,, R andn = log,, t. By substituting Equation (1) witi and
n, we obtain the following.

log, (Rdrift(t)) (3

Thus, the condition of a soft error can be rewritten as folow

=log,y R+ alog,,t = m + nao.

m-+na > ur + 30r
na > ur +30r —m

As o follows N (pig,, 02), na follows N (njtq, (noe)?). The prob-
ability for na to be more thamr + 30r — m can be calculated as
follows.

(Probability of soft error for a givem)

_ 1 a/br+30r —m —npa
=1- noa ) (4)
where®(z / e 2y
\/ 2

Here, we also take the effect of the iterative writing inte@amt.
As mentioned earlier, cell programming iterates a write-aarify
sequence untilog,, R is less tharnur + 2.750r or larger than
ur—2.750r. It means the probability density function of a random
variablem, f(m) is as follows.
Kd)(m MR) Ur —2.750r < m < ur + 2.750r
otherwise,

HR—2. 75<7R
whereK = /

R+2.750R

—z2/2

f(m)

m HR)dm

OR

andg(z) =

e

\/ﬂ
®)

Therefore, we can obtain the probability of soft error as acfu
tion of time ¢ = 10™) by integrating Equation (4) with a random
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Figure 1: Probability of Soft Error of Four-level Cell PCM
Over Time

variablem for ur — 2.750r < m < pur + 2.750R.-
(Probability of soft erroy

HR—2.T50 R

= / (1— f(m)dm
pR+2.750 7
(6)

We evaluate Equation (6) and also run Monte Carlo simulation
to verify these equations. In the simulator, we first implama
random number generator, which draws normally distributed
dom numbers at given mean and variance. The main loop starts
by picking R anda from their corresponding normal distributions
in Table 1. Iflog,, R is less tharnur — 2.750r or larger than
ur + 2.750R, the simulator pickskR and « again for emulating
write-and-verify (iterative writing) process. Ondg and o are
picked, the simulator calculate®,,;s:(t) by using Equation (1).
Finally, Rarir¢(t) is evaluated whethelog,, Rarif:(t) is larger
thanur + 3o r or not. By definition,log,, Rar::(t) larger than
ur + 30r generates a soft error. The simulator repeats the main
loop for one hillion times and collects the number of sofioesr
For example, if the simulator finds ten soft errors out of oili@h
trials, the soft error rate becoméé 2. Figure 1 and Table 2 show
the results side by side. We omit the soft error rates for sdt a
reset stated,e, , the storage level 0 and 3, because (i) resistance
drift in level-3 states does not lead to a soft error, andtki@ er-
ror rates of level-0 states are too small to be evaluated ande
ignored. For example, Mathematica 8.0 shows the first noo-ae

ror rate for level-0 states when= 235 or 1090 years, and the error
rate is2.3 x 10~'®. Similarly, note that three data points for inter-
mediate states (level-1 and level-2 states) are missingranked

as “too small” because either (i) Mathematica 8.0 canndueta
Equation (6) or (ii) Monte Carlo simulation found no errorone
billion trials. By comparing results from two independentsces,
we validate the accuracy of our theoretically derived Emquef6)

by simulation. When the soft error rate is larger thaa1%, the
difference is negligible. For the lower soft error rates ttiffer-
ence comes from insufficient trials in the Monte Carlo sirtioles.
One billion trials were too small to detect such low erroegat

(uR+30R -m — nua))
Noa

P

3. REVISITING FOUR-LEVEL CELL PCM

Given the soft error rates in Table 2, it is clear that withany



Table 2: Probability of Soft Error of Four-Level Cell PCM

Storage Level 1 Storage Level 2

Elapsed Time (sec) Equation (6)| Simulation | Equation (6)] Simulation

2 (too small) | (too small) | 5.85E-06% | 7.40E-06%
22 1.59E-12% | (too small) 0.02% 0.02%
23 5.85E-06% | 7.40E-06% 0.12% 0.12%
21 7.45E-04% | 7.57E-04% 0.28% 0.29%
25 0.01% 0.01% 0.52% 0.53%
20 0.02% 0.02% 0.85% 0.86%
27 0.05% 0.05% 1.30% 1.31%
28 0.08% 0.08% 1.90% 1.91%
2° 0.12% 0.12% 2.67% 2.68%
210 0.17% 0.17% 3.64% 3.66%
211 0.22% 0.22% 4.84% 4.87%
212 0.28% 0.29% 6.29% 6.32%
213 0.35% 0.36% 7.99% 8.04%
oM 0.43% 0.44% 9.95% 10.01%
218 0.52% 0.53% 12.16% 12.24%
216 0.62% 0.63% 14.61% 14.70%
217 0.73% 0.74% 17.27% 17.38%

mechanism for reducing the soft error rates, 4LC-PCM isdniiele

to be used as a main memory. Thus, researchers have progosed s
eral drift-tolerant approaches such as error correctidreses [1,

16, 10, 15], data encoding schemes using relative resestdific
ference [10, 16], a reference cell scheme [6], a time-awaife d
estimation scheme [15], and most recently an efficient dingo
scheme [1]. Among them, we focus on the most recent work by
Awasthi et al. They proposed an architectural mechanism com-
bining a memory scrubbing scheme with a strong error-ctinac
scheme, which achieves lower soft error rates than otherimgito

use PCM for main memory in systems. However, as we will show
subsequently, even with the most efficient scrubbing meshan
the soft error rate of 4LC-PCM is still much higher than thét o
DRAM. DRAM experiences soft errors mainly induced by paetic
strikes and its soft error rate (SER) is known to be an avecdge
25,000 ~ 75,000 FIT (failures in time per billion hours of opera-
tion) per Mbit,i.e, 25 x 1072 ~ 75 x 10~ *2 per bit-hour [12].
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Figure 2: Scrubbing Period Versus Scrubbing Overhead

3.1 Estimating Scrubbing Overhead

In this section, we compare the SER of 4LC-PCM to that of con-
temporary DRAM technology and argue that 4LC-PCM is not fea-
sible for main memory due to reliability concern. First, wvesame

a 16GB PCM main memory using a 256B data bfoak a basic
access unit as assumed in the prior literature [14, 13]. Aling
to the recent paper of Chat al. [3], the read and write laten-
ciesin SLC PCM aré20ns and150ns, respectively. Considering
iterative write-and-verify steps are required for MLC PChw-
ever, we assume that scrubbing one cache line takes atlleast
Also, we assume that each storage level has the same pitbabil
occurrences.

Figure 2 shows the scrubbing overhead as the scrubbingdperio
increases. Here, the scrubbing overhead is defined as (T8a u
for scrubbing)/(Scrubbing period). The 16GB PCM has 64Mheac
lines. Thus, 67.1 seconds-(64M X 1us) are required for scrub-
bing the entire physical PCM. If we use the scrubbing peribd o
45 minutes as in the DRAM memory system for real servers [12],
the SER of a PCM cell programmed to storage level 2 becomes
around5%, which is significantly higher than that of DRAM. New
memory technologies must have the similar level of SER asotha
DRAM. However, here we show that 4LC-PCM with scrub mech-
anisms cannot satisfy such conditions. As shown in Tableéh e
when the memory controller performs nothing but scrubbit@d%s
overhead, in other words, the memory controller will notdaéime
to respond to any memory request), the SER of storage level 2 i
4L.C-PCM is about 0.9% which is still significantly high. To ma
avery low SER and reduce the scrubbing overhead simultahgou
the maximum PCM capacity must be limited. Our next sectidh wi
show the largest capacity of 4LC-PCM the scrubbing mechanis
can support for different combinations of target SER andisiging
overhead.

3.2 Reducing Capacity to Achieve Low Soft
Error Rates

Another way of lowering SER of 4LC-PCM is to limit the max-
imum capacity. We assume the capacity of 4LC-PCM as 16GB in
Section 3.1 when estimating the scrubbing overhead. Bedias
scrubbing overhead proportionally increases with the cityaas-
suming 8GB of capacity results in halving the overhead. Ifwe

LA large last-level DRAM cache is typically used to compeasat
for the relatively slower PCM access latencies. Its cadeddize is
assumed to be 256B



Table 3: Maximum Capacity of Four-Level Cell PCM by Soft
Error Rates and Scrubbing Overhead

Scrubbing Overhead

Piﬁ[gglz'slgc) SEReompimea || 100.0% | 12.5% | 1.0%
2 1.46E-06% | 488MB | 61.0MB | 4.88MB
22 0.005% 977MB | 122MB | 9.77MB
23 0.030% 1.95GB| 244MB | 19.5MB
24 0.071% 3.91GB| 488MB | 39.1MB
2° 0.132% 7.81GB| 977MB | 78.1MB

ther reduce the capacity, we can achieve lower SER. Tablew8ssh
the results. In Table 3, we calculate the maximum capacityaf-
PCM for different combinations of SER and scrubbing ovethea
The leftmost column represents the scrubbing period fan 286B

memory block. The next column represents the combined SER,

which is an average of SER of all four states in 4LC-PCM. How-
ever, because the third storage level shows significanget-8ER
than the other levels, this combined SER is close to oneHanfrt
the third storage level’'s SER. In addition, we show the maxim
capacity by each given scrubbing overhead. When the owdrhea
is 100%, the memory controller cannot service any requesh fr
the upper memory hierarchy. Since 100% scrubbing overhead i
impractical, the third column of Table 3 can be viewed as an up

since storing 72 bits requires 36 4LC-PCM cells, the prolitgimf
having more than two bit errors out of 36 cells can be caledlat
as follows. Note that by using grey codes as in Table 1, one ste
change in storage levels can be limited to affect only onimlito-

bit data. Thus, two bit errors can happen only when two 4LQ4PC
cells are changed due to resistance drift.

Probability of having at least two bit errors
=Perror(64b) = 1 — P(no errorg — P(one bit errop

=1- (1 - SERcornbined)BG (7)

- <316> (1 - SERcurnbined)dsj(SERcoanined)
Now we calculate the probability of incorrectable errors256
bytes. 256 bytes comprises 32 of 64 bits data, thereforeeto r
construct the entire 256 bytes, all 32 blocks should not geee
any error. If we define the result of Equation (7) Bs-ror(64b),
then the probability of incorrectable error for 256 byteslefined
as follows.

Perror(256B) = 1~ (1 = Peryor(645))™ ®

The fourth column in Table 4 shows the results. In Table 4,ake t
the scrubbing period, scrubbing overheads, &R from Table 2

and calculate the probability of incorrectable errors. Wiiee error
rates are compared to that without ECC, (72,64) Hamming code
reduces the error rates, but those rates are still too higbréetical

per bound. The table also shows the maximum capacity when theyse, The results indicate that 4LC-PCM must use strongertE@IC

scrubbing overhead are set to 12.5% and 1.0%, respectiiely.
example, if we design 4LC-PCM with the scrubbing overhead of
1.0%, leaving 99% of the time for servicing memory requetts,
maximum PCM capacity will be merely 4.88MB for achieving an

requires more redundant bits and higher computationalhezets.
Now we calculate the probability of incorrectable errorghwi

stronger ECC. On top of 256 bytes of data, BCH-8 corrects up to

8 bits errors by adding 12 redundant bytes, and BCH-16 cturrec

average of 1.46E-06% SER. Note that when 4LC-PCM comprises up to 16 bits errors by adding 24 redundant bytesle generalize

multiple ranks or banks, scrubbing can be performed in peral

Equation (7) for calculating the probability of having aastn bit

Thus, when one bank is being scrubbed, the other banks can re-grrors out ofim bits as follows.

spond to requests from the CPU. However, even with four ranks
with four banks each, the maximum capacity amounts to 78.,1MB
which is still substantially below the main memory capaaity
quired in any computing system. In sum, although lower SER ca
be achieved by reducing the capacity of 4LC-PCM, then thei-max
mum capacity becomes totally unusable.

3.3 Using Error-Correcting Codes

Error-correcting codes (ECC) can be applied to compensate t
SER of 4LC-PCM. For example, the industry standard (72,6hH
ming code [4] can correct single bit errors by adding 8 redund
bits on top of 64 bits data. This scheme is commonly found in
main memory of server systems because of the simplicity in en
coding and decoding. Moreover, stronger ECC can also betosed
protect data from multiple bit errors. For example, BCH cofi2a
5] correct 8, 16, 24, or 40 bits errors from 256, 512, 1024 yte
of data depending on the size of the redundant bits. Becaase d
coding BCH codes require more computing power and time than
(72,64) Hamming code, these codes are not frequently uged fo
latency-sensitive devices such as main memory but commuaelg
in slower devices such as NAND-based storage. With the cosabi
SER for each cell of 4LC-PCM developed in previous sectiorgs,
calculate the error rates after applying (72,64) Hammingecand
various BCH codes. Note that for every ECC evaluated in #is s
tion, we fix the data size as 256 bytes.

(72,64) Hamming code corrects one bit error, and thus, lgavin
more than two bit errors among 72 bits is incorrectable. Wiitaah,

2The capacity overhead is 12.5%.

Probability of having at least bit errors out ofm bits

n—1

:1_2

<m> (1 - S-E—Rco'mbined)Wbik(S-ERco'mbined)]c
k=0

k
©)

Table 4 also shows the results from Equation (9). When thebscr
bing period is2” seconds, the scrubbing overhead is 52.4%, and
Perror(256B) is 0.949% for BCH-8 an@.96 x 10~°% for BCH-

16. These error rates are significantly smaller than thatL@$-4
PCM with (72,64) Hamming code; however, stil)® ~ 108 times
higher thanPe.... (256 B) of DRAM without ECC support.

This section shows that 4LC-PCM requires ECC schemes srong
than BCH-16. Implementing BCH-24 or BCH-32 is a common
practice in some applications with high soft error ratesr &o
ample, MLC-NAND based devices implement ECC stronger than
BCH-16. However, MLC-NAND based devices could implement
rich ECC since they are not latency sensitive and only temaf
few tens of mega bytes per second. On the contrary, 4LC-PCM is
latency sensitive and transfers more than a few giga bytesque
ond as main memory of a system. All in all, such requirements
for rich ECC prevent 4LC-PCM from being used as main memory
of commodity systems because of the high cost and perforenanc
issues. Firstly, implementing a memory controller with qdex
error-correcting mechanisms is expensive. Since the outrend
is to integrate memory controllers on the same die with tloegs-
sor cores, vendors need to design and fabricate a separttéo€CP

3The capacity overheads are 4.7% and 9.4%, respectively.



Table 4: Probability of Incorrectable Errors by ECC and SFE Rcombinea for 16GB 4LC-PCM

Probability of Incorrectable Errors for 256 Bytes
= Perror(2563)
Scrubbing Period BCH-8 BCH-16 BCH-24 BCH-32
(Overheads) | 5P fcomvinea | NOECC (72,64) | 5561 15m)| (256B+24B)| (256B+36B)| (256B+48B)
27 seconds (52.4% 0.325% 96.4% 18.0% 0.949% 2.96E-5% | 4.11E-11%| (too small)
28 seconds (26.2% 0.475% 99.2% 33.7% 7.38% 4.00E-3% 1.09E-7% | 6.24E-12%
2° seconds (13.1% 0.668% 99.9% 54.3% 29.2% 0.184% 6.68E-5% 3.65E-9%
210 seconds (6.6% 0.91% 100% 75.1% 64.0% 3.08% 1.09E-2% 6.17E-6%
2™ seconds (3.3% 1.21% 100% 90.3% 90.0% 20.5% 0.53% 2.43E-3%
2'2 seconds (1.6% 1.57% 100% 97.6% 98.7% 58.9% 7.83% 0.22%

supporting 4LC-PCM. A complex memory controller requirégc
area and design effort, which increases the chip cost. Sigcdhe
higher computational overhead in decoding increases theane
latency and degrades the performance. As a result, the ityagbr

commodity systems with DRAM as main memory do not even im-
plement (72,64) Hamming code. We argue that suggestinggsro

ECC mechanism only limits the application of PCM.

4. CONCLUSION

This paper reveals that achieving error rates of DRAM with 4L

PCM is infeasible in practice. We first present the analyticadel

for calculating SER of MLC PCM. Our model takes the following

things into account; (1) the effect of the resistance d(®), the
distribution functions of the resistance @at = 1s, (3) the distri-
bution functions of the rate of resistance drift, and (4) ¢fffect of
iterative writing. The model is verified by comparing the diet-
ically derived results to the results from Monte Carlo siatigdns.
In addition, we use mean and deviation of distribution fior

from other studies to show the relationship among the SERbsc

bing periods, and scrubbing overheads for 4LC-PCM. Fudhet-

high error rates and scrubbing overheads. The most cripic-

lem of 4L-PCM is high SER of the third storage level, which is
about10? ~ 10" times higher than that of DRAM. With all our

in-depth analysis, due to resistance drift, 4L-PCM is eitlere-
liable for practical deployment or one has to limit its capato

some unreasonable small size, both indicating that mainanem

(4]

M. G. Kang, J. Lee, Y. Kwon, S. Kim, J. Kim, Y.-J. Lee,

Q. Wang, S. Cha, S. Ahn, H. Horii, J. Lee, K. Kim, H. Joo,
K. Lee, Y.-T. Lee, J. Yoo, and G. Jeong. A 20nm 1.8V 8Gb
PRAM with 40MB/s Program Bandwidth. IRroceedings of
the 2012 |EEE International Solid-Sate Circuits

Conference, 2012.

R. Hamming. Error detecting and error correcting codgssl
System Technical Journal, 29(2):147-160, 1950.

[5] A. Hocquenghem. Codes correcteurs d’erre@tsiffres,

(6]

(7]

(8]

based on 4L-PCM (or PCM with more levels) cannot be reliable [11]
and usable at the same time. More research is called for to in-

vestigate other novel alternatives to exploit the use @rinediate

resistance states and take advantage of them beyond SLC PCM.
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